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ABSTRACT

Lameness is one of the costliest health problems, as well as a welfare concern in dairy cows. However, it is
difficult to detect cows with possible lameness, or the ones that are at risk of becoming lame e.g. in the
next week or so. In this study, we investigated the ability of three machine learning algorithms, Naive
Bayes (NB), Random Forest (RF) and Multilayer Perceptron (MLP), to predict cases of lameness using milk
production and conformation traits. The performance of these algorithms was compared with logistic
regression (LR) as the gold standard approach for binary classification. We had a total of 2 535 lameness
scores (2 248 sound and 287 unsound) and 29 predictor features from nine dairy herds in Australia to
predict lameness incidence. Training was done on 80% of the data within each herd with the remainder
used as validation set. Our results indicated that in terms of area under curve of receiver operating char-
acteristics, there were negligible differences between LR (0.67) and NB (0.66) while MLP (0.62) and RF
(0.61) underperformed compared to the other two methods. However, the F1-score in NB (27%) outper-
formed LR (1%), suggesting that NB could potentially be a more reliable method for the prediction of
lameness in practice, given enough relevant data are available for proper training, which was a limitation
in this study. Considering the small size of our dataset, lack of information about environmental condi-
tions prior to the incidence of lameness, management practices, short time gap between production
records and lameness scoring, and farm information, this study proved the concept of using machine
learning predictive models to predict the incidence of lameness a priori to its occurrence and thus may
become a valuable decision support system for better lameness management in precision dairy farming.
© 2021 The Author(s). Published by Elsevier B.V. on behalf of The Animal Consortium. This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Implications

on the welfare and economic performance of the cows (Bruijnis
et al., 2010). The direct economic impact of lameness which

An alert system to predict incidence of lameness is essential in
precision dairy farming and to address increasing animal welfare
awareness. Incidence of lameness is complex and very hard to pre-
dict. Data-driven predictive models are promising in predicting
lameness a priori, if enough data are available to train the models.
Our study proved the concept that naive bayes classifier is a good
candidate for predicting the incidence of lameness in modern dairy
farms.

Introduction

Lameness, mastitis and fertility problems are the most preva-
lent health issues in dairy cattle which have detrimental effects
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includes the costs of treatment and early culling is evident. How-
ever, the effects of lameness on reduced milk yield and impaired
fertility are less obvious but have a large contribution in total eco-
nomic loss due to lameness incidence (Green et al., 2002; Huxley,
2013). The costs associated with lameness cases depend on many
factors, specifically the stage of lactation and early detection of
the disease (Cha et al., 2010). Consequently, the economic loss of
subclinical cases could be as low as USD 18, whereas acute clinical
cases may cost USD 95-225 depending on the underlying cause of
the lameness (Ettema and @stergaard, 2006; Bruijnis et al., 2010;
Cha et al., 2010).

Genetic improvement to reduce lameness is difficult because
lameness is multifactorial, largely affected by farm management
and environment (the reported heritability is 0.02-0.15) and is
often under-recorded on dairy farms (Khansefid et al., 2021). More-
over, the identified cases are often recorded as a binary trait, with-
out any information related to the severity or cause of the disease
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(Abdelsayed et al., 2017; Heringstad et al., 2018). Some earlier
studies have reported that conformation traits are correlated with
lameness and could be used as predictive traits, or auxiliary traits,
in genetic prediction models to improve the accuracy of lameness
predictions. However, the achieved improvement in accuracy was
marginal and not consistent across studies (Laursen et al., 2009;
van der Linde et al., 2010; Heringstad et al., 2018). This could high-
light the importance of some predominantly non-genetic factors
affecting the prevalence of lameness, either at the cow level (milk
production level, stage of lactation, calving month and breed) or at
herd level (milking and hoof-trimming managements, foot-
bathing, walking distance, quality of tracks and smoothness of con-
crete surfaces at farm, herd size and stocking density) (Espejo and
Endres, 2007; Beggs et al., 2015; Ranjbar et al., 2016; O’Connor
et al., 2020).

Considering the complexity of predicting the incidence of lame-
ness, machine learning (ML) methods were shown to be promising
for detecting the risk level of lameness at the herd level. For this
purpose, routinely precollected records related to management,
housing, production, reproduction, longevity and genetics merit
at the farm level were assessed to be used as predictor features
(Warner et al., 2020). Although the risk factors affecting lameness
prevalence were reported in previous studies, the application of ML
approaches at cow level to predict lameness has yet to be studied
(Solano et al., 2015; O’Connor et al., 2020).

In precision dairy farming predicting lameness incidence at the
cow level is vital for management efficiency and improving animal
welfare. Detection of susceptible cows (high-risk category) is nec-
essary for provision of better management, or earlier treatment to
prevent the escalation to severe cases and therefore will culminate
in reducing the prevalence and economic loss due to lameness. In
recent years, there have been advancements in the use of
accelerometers (O’Leary et al., 2020; Taneja et al., 2020) and video
analysis via deep learning techniques to detect lameness cases on
farm (Wu et al., 2020). Although these advanced systems can be
highly accurate, they are costly to set up and operate. However,
the prediction of lameness using routinely measured production
data and type traits on farms can be more cost-effective and
although comparatively less accurate, may serve as an early warn-
ing system for the farmer. Hence, the objective of this study was to
evaluate the usefulness of ML approaches for prediction of lame-
ness incidence at cow level and compare it with classic binary clas-
sification method.

Material and methods
Data

Lameness scores, milk production and conformation trait data
used in this study were collected from all lactating cows in nine
Australian dairy farms in spring 2018 (seven herds in Victoria
and two herds in Tasmania). The lameness scoring was performed
by trained classifiers after morning milking according to Dairy Aus-
tralia’s guidelines (Dairy Australia, 2015); where 0 = walking
evenly, 1 = walking unevenly, 2 = moderate difficulty in walking
and 3 = severe lameness. In this study, cows were classified as
either sound (score 0) or unsound (score 1-3) because there were
a limited number of cows with non-zero scores.

The milk production traits were test-day milk yield, fat, protein
and lactose percentage as well as somatic cell count measured
within the week of a lameness scoring visit with average (+SD) of
—1.1(%3.6), meaning on average, milk record was taken a day
before lameness scoring and only a single herd-test event was used
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in the analysis (i.e. we did not consider repeated records). Ideally,
we would have the production records at least 1 week prior to the
lameness scoring but limitation in the data collection did not allow
it.

The conformation traits were scored only once in the first lacta-
tion by professional classifiers (as per standard dairy industry prac-
tice internationally). The traits evaluated were body condition
score, Mammary System (udder depth, udder texture, median sus-
pensory ligament, fore attachment, front teat placement, rear
attachment height, rear attachment width, rear teat placement,
teat length and front end height), Feet and Legs (foot angle, heel
depth, rear legs — rear view and rear legs - side view), Rump (pin
set, pin width, and loin strength) and Dairy Strength (stature, muz-
zle width, chest width, body depth, angularity, and bone quality)
(DataGene, 2021). Furthermore, we also investigated the following
potential predictors in our study; parity, age at calving (months),
age at lameness scoring visit (months), days in milk at lameness
scoring and test-day visit.

After quality control on the data, any column or row with more
than 50% missing values was excluded (2 267 rows and 14 features
were excluded). The remaining data comprised a total of 2 535
lameness scores (2 248 sound and 287 unsound) with records of
lameness and 41 predictor features. Missing values for about 30%
of lactose percentage were imputed using rflmpute procedure from
randomForest packages in R (Liaw and Wiener, 2002). Feature
selection was performed only on the training pool (described
below) using a combination of mean reduction in Gini index and
mean decrease in accuracy from randomForest package as follows;
random forest was performed on the training set with 10 different
ntree and four different mtry (40 times in total) and in each itera-
tion, top 10 features for the mean decrease accuracy and top 10 for
the mean decrease Gini were selected and saved in an array. Final
selected features were unique value of this array. Feature selection
method used in the current study was chosen because of ease of
use, reliable results in previous studies and robustness to small
training set which was the main limitation of our study. In total,
29 features were selected as predictors of lameness incidence.
Three of these features were categorical; herd (nine levels); parity
(1, 2, 3, 4, and 4+); and month of calving (12 levels). The summary
statistics of the retained predictors used in this study is provided in
Table 1. Breed, feet and legs, stature, udder texture, bone quality,
muzzle width, pin set, rear set of leg, rear leg rear view, udder fore
attachment, fore teat placement, and rear teat placement are the
12 features that were not selected for final models.

The distribution of lame cows among herds in this dataset is
represented in Fig. 1.

Training and testing of models were performed as follows; first
20% of data within each herd was selected at random and set aside
as testing set and the remaining 80% was considered as training
pool. Second, 90% of the training pool was selected as a training
set, where hyper-parameter tuning was done on 90% randomly
selected from this training set (90% x 90% = 81%; i.e. each time
the grid search was done on the randomised 81% of the training
set). Any data split was done separately on the lame and sound ani-
mals within herds to keep the total proportion of lame to sound
animals constant in all the steps. These steps were repeated 10
times and performance metrics — Accuracy (ACC = (TP + TN)/(TP +
FP + TN + FN)), Precision (PRE = TP/(TP + FP)), True positive rate
(TPR = TP/(TP + FN)), False positive rate (FPR = FP/(FP + TN)) and
F1-Score (F1) were aggregated — where TP is true positive, TN is
true negatives, FP is false positive, and FN is false negative. As
the current study encountered an unbalanced classification prob-
lem, using F1-score (harmonic average of precision and recall) is
a more suitable metrics for comparing different classification
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Table 1
Summary statistics and feature importance” of the predictors selected for the prediction of lameness incidence in dairy cows.
Trait (Unit) Mean SD Min Max Mean Decrease Mean Decrease
Accuracy %* Gini*
General Features
Age at calving (month) 48.0 22.6 22 161 6.8 16.9
Age at lameness scoring (month) 52.7 23.0 23 162 7.3 15.4
DIM at lameness scoring (day) 142.2 146.5 1 485 6.9 18.1
DIM at milk recording (day) 118.6 106.4 2 314 6.1 218
Herd - - - - 6.2 20.7
Month of calving - - 1 12 45 16.7
Parity - - 1 5 2.5 7.8
Production Traits
Fat percentage (%) 3.86 0.97 1.13 9.84 1.7 253
Milk yield (kg) 27.14 8.95 3.20 6.06 6.8 220
Lactose percentage (%) 5.05 0.27 3.61 5.84 7.6 243
Protein percentage (%) 3.44 0.38 2.00 5.86 2.8 22.6
Somatic cell count (cells/ml) 129.7 460.8 1.00 9 590 25 16.3
Composite Type Traits
Dairy Strength 11 1.7 3 16 34 11.6
Mammary System 103 14 5 14 3.7 9.5
Overall Type 9.9 13 1 13 14 10.1
Rump 109 21 1 16 1.0 14.2
Linear Type Traits
Body condition score 3.57 0.75 1 8 3.6 14.7
Angularity 5.6 1.0 2 8 23 7.3
Body depth 6.0 1.1 2 9 1.7 8.9
Median suspensory ligament 6.4 1.1 2 9 2.6 7.7
Chest width 4.8 1.2 1 9 2.2 103
Foot angle 54 0.9 2 9 0.4 8.1
Heel depth 5.6 0.8 2 9 0.2 9.2
Loin strength 6.3 0.9 2 9 23 8.5
Pin width 6.3 13 2 9 2.2 12.9
Rear attachment height 6.3 13 1 9 1.5 10.8
Rear attachment width 5.6 13 1 9 4.0 9.7
Teat length 42 1.3 1 8 0.5 9.0
Udder depth 53 1.4 1 9 0.9 103
" Feature importance was only measured on the training set.
" These features were considered as factor.
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Fig. 1. Distribution of lameness cases of dairy cattle across herds in the training and testing sets.

algorithms. The F1-score ranges between 0 (total disagreement) Lameness prediction
and 1 (perfect classification) and it can be calculated as F1-score

= (2 * PRE * TPR)/(PRE + TPR). The entire training and validation Three machine learning methods were used in this study and
process was conducted in R v4.0.2 programming language their performance was compared with the classic binary prediction
(R-Core-Team, 2020). method, logistic regression (LR) (Cramer, 2002).
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Multilayer Perceptron (MLP) is essentially a feedforward artifi-
cial neural network that takes a vector of real value inputs and cal-
culates a sequential linear combination of these inputs into a set of
appropriate outputs via its hidden layers and activation functions.
It is well-suited for cases in which the instance space is complex,
noisy and inter-correlated (Mitchell, 1997). Package ‘h20’ in R
was used for this purpose (LeDell et al., 2020).

Naive Bayes (NB) is one of the most efficient and effective induc-
tive learning algorithms for machine learning and data mining. It is
a statistical classifier based on Bayes rule (Domingos and Pazzani,
1997), and it is the simplest form of Bayesian network, in which all
features are independent, given the value of the outcome. Simplic-
ity, computational feasibility, and robustness make this method
suitable for practical use. Package ‘e1071’ in R was used for this
purpose (Meyer et al., 2019).

Random Forest (RF) is one of the ensemble prediction methods
in which predictor trees are trained on m bootstrap samples drawn
from the training data. A random selection of a subset of features to
generate each of those predictors is imbedded in the algorithm to
break down the correlation between features (Ho, 1995; Breiman,
2001). Package ‘randomForest’ in R was used for this purpose (Liaw
and Wiener, 2002).

Hyper-parameter tuning was conducted via a grid search on
90% of randomly selected training set in each iteration. Tuned
hyper-parameters were number of trees to grow (20:200) and
number of variables randomly sampled as candidates at each split
(5:15) for randomForest. Laplace smoothing coefficient (1:10) was
tuned for naiveBayes. For MLP, number of epochs (25, 50, 100,
500), number of hidden layers (2:3), activation functions (Rectifier,
Tanh, Maxout), input dropout ratio (0, 0.1, 0.25, 0.5), and 11-norm
coefficient (1e-5, 1e-7) were tuned.

Results and discussion

Lameness is a complex trait and it is difficult to predict its inci-
dence. Table 2 shows model performance metrics for algorithms
used in this study to predict incidence of lameness. There was no
consistent winner among algorithms used to predict lameness. In
terms of ACC and FPR, LR outperformed other ML algorithms at
0.88 and 0.00, respectively, indicating that the algorithm just clas-
sified almost all of cows as sound. In ML algorithms, MLP had the
highest PRE at 0.41, however, it had a high SD in performance.

Considering TPR, it was NB that outperformed other methods,
with a relatively low SD of 0.03. The naive Bayes classifier showed
the highest TPR and F1-score (0.27) and moderate precision rela-
tive to other algorithms tested in this study. Although in real life,
different types of misclassification incur different cost and without

Animal 15 (2021) 100391

considering those costs, identifying the optimum classifier is inva-
lid (Shahinfar et al., 2015). In the absence of misclassification cost,
we base our classifier selection on Fl1-score. In a study that also
considered Australian dairy cattle, Bonfatti et al. (2020) attempted
to predict lameness using mid-infrared spectra using partial least
square discriminant analysis. They reported model performance
metrics lower than reported here. Therefore, it seems that produc-
tion and conformation traits are better choices as predictors when
compared to mid-infrared spectra for the incidence of lameness in
dairy farms, at least in Australia.

Fig. 2 presents receiver operating characteristic curve for the
predictor algorithms used in this study. The Area under curve
(AUC) indicates the overall performance of classifier asymptoti-
cally. In the current study, LR had the highest AUC at 0.67 followed
by NB (AUC = 0.66). Warner et al. (2020) reported AUC = 0.73-0.75
for risk prediction of lameness at the herd level.

Lift analysis is defined as an increase in expected response in a
selected subset of population (Sheng et al., 2014; Shahinfar et al.,
2015). In the context of lameness prediction, we selected the top
25% of our data based on their predicted lameness probability by
each algorithm. We calculated model performance metrics for this
subset of data and compared it with the whole dataset (Table 2).
Improvement in performance on top 25% of population was not
obvious. F1-score and TPR just improved marginally, while ACC
and FPR worsened and PRE did not change much.

According to previous studies, NB can accommodate dependen-
cies between features very well and can often outperform more
elaborate methods, such as rule learners and decision tree learners
(Clark and Niblett, 1989; Cestnik, 1990). Also NB is quite intuitive
and easy to understand, which is an advantage for this algorithm
(Kononenko, 1990). Considering all the performance criteria, NB
had significantly higher F1-score compared to LR, therefore, NB
would be our recommended algorithm to predict the incidence of
lameness. Nevertheless, NB still misclassified a large proportion
of animals (i.e. high FPR and low PRE). This suboptimal perfor-
mance can be due to the following: 1) our training dataset was lim-
ited in size and highly imbalanced; 2), lameness is indeed a very
complex trait affected by genetics, environment, and management
factors such as nutrition, production level, bedding, weather, walk-
ing track, laneway quality and pasture condition, while their
causal-effect pathways still needed to be discovered and imple-
mented in the prediction model (Ranjbar et al., 2016; O’Connor
etal., 2020). Thus, for an accurate prediction of lameness incidence,
a very comprehensive dataset of management factors affecting
lameness (both at farm and animal level) is needed, which is often
not accurately and consistently collected in dairy farms (O’Connor
et al., 2020); 3), subjective definition of lameness by evaluators and

Table 2
Model performance metrics (+ SD) for algorithms used in prediction of incidence of lameness in dairy cows for the whole testing set (ALL) compared with top 25% (Top 25%) of the
test set.
Algorithm ACC Pre TPR FPR F1
ALL
LR 0.88(+0.00)? 0.09(+0.19)° 0.00(+0.01)¢ 0.00(+0.00)? 0.01(+0.02)¢
MLP 0.87(+0.01)? 0.41(+0.30)? 0.03(+0.03)¢ 0.01(+0.01)* 0.05(+0.04)¢
NB 0.83(+0.01)° 0.28(+0.03)* 0.27(0.03)* 0.10(0.02)¢ 0.27(+0.02)*
RF 0.87(+0.01)% 0.33(+0.09)* 0.08(+0.03)° 0.02(+0.01)° 0.12(+0.05)°
Top 25%
LR 0.80(£0.02)* 0.39(+0.46)* 0.02(+0.03)¢ 0.01(0.01)* 0.04(£0.05)¢
MLP 0.80(+0.05)* 0.31(+0.24)* 0.08(+0.08)¢ 0.05(+0.06)* 0.11(20.09)¢
NB 0.60(+0.05)" 0.28(+0.03)* 0.68(+0.10)° 0.42(+0.07)° 0.40(+0.03)?
RF 0.77(0.04)* 0.33(0.09)* 0.20(+0.08)* 0.10(+0.05)° 0.24(+0.09)°

Abbreviations: ACC: accuracy; PRE: precision; TPR: true positive rate; FPR: false positive rate; F1: F1-scores: LR: logistic regression; MLP: multilayer perceptron; NB: naive

bayes; RF: random forest.

The values with different superscript letters in each column (in either all or top 25% sections) are significantly different (P < 0.05) according to Tukey-HSD multiple

comparison test.
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Fig. 2. Receiver operating characteristic plots for algorithms used in prediction of lameness in dairy cattle. Abbreviations: TPR: true positive rate; FPR: false positive rate;
LR: logistic regression; MLP: multilayer perceptron; NB: naive bayes; RF: random forest; AUC: area under curve.

farmers can cuntribute to ineficiency in modeling such a trait.
Dairy Australia has provided guidelines for lameness scoring
(Dairy Australia, 2015) but in practice, the scores can vary from
one evaluator, or region, to another on what can be considered
as lameness or not. In the current study because there was only
one evaluator per herd, we assumed that it would be captured as
part of the herd effect and therefore we did not correct for evalua-
tor nor did we include it in our predictor set.

To best of our knowledge, this study is the first of its kind to
predict the incidence of lameness at the cow level using predictive
models and production and type phenotypic data.

Conclusion

Prediction of the incidence of lameness in dairy cattle is a diffi-
cult task. Multiple environmental effects influence lameness and
their interactions and causal-effect pathways are often not consid-
ered in lameness prediction. Prediction of the incidence of lame-
ness at the cow level is possible with Naive Bayes classifier and
logistic regression. Our study was limited by a lack of comprehen-
sive data. Although the classification performance was suboptimal
in our study, we expect additional information at the herd level,
such as grazed vs housed, nutrition, the distance cows walk and
weather may improve the prediction accuracy. Nevertheless, this
study proved the concept of predicting lameness on an individual
basis for precise management in dairy farms. Further research
and development are required to develop a robust predictive
model for lameness that can perform on the acceptable scale for

the industry. A more comprehensive large-scale data collection
on traits related to the lameness are recommended.
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