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Abstract
Fingerprint authentication systems have been widely used in a range of mili-
tary and civil applications for the distinctiveness and stability that fingerprints
can provide. However, fingerprint biometrics have security and privacy con-
cerns. The research behind this thesis aims at investigating these concerns and
developing effective models and algorithms in the area of fingerprint template
protection, specifically, designing cancelable fingerprint templates.

The existing fingerprint cancelable templates are unable to achieve satisfactory
recognition accuracy due to the uncertainty presented in each fingerprint im-
age. Despite a variety of approaches to detecting deformations in fingerprint
images, there is currently no available method for capturing minutiae variations
between two impressions of the same finger in a unified model. In this thesis,
a Möbius transformation-based model is used to represent fingerprint minutiae
variations between fingerprint scans and formulate the changes to minutiae fea-
ture patterns.

Minutia Cylinder Code (MCC) is an effective, high-quality representation of lo-
cal minutia structures. MCC templates demonstrate fast and excellent finger-
print matching performance, but if compromised, they can be reverse-engineered
to retrieve minutia information. To this end, this thesis proposes an alignment-
free cancelable MCC-based template design based on a dynamic random key
model, named the dyno-key model. The proposed method exhibits competi-
tive performance in comparison with state-of-the-art cancelable fingerprint tem-
plates, as evaluated over five public databases and satisfies all the requirements
of biometric template protection.

The applications of biometric authentication systems to Internet of Things (IoT)
devices is the third problem investigated in this thesis. Energy-efficient data
storage and low computational costs are critical issues when designing a se-
cure authentication system for many IoT applications. In this thesis, a two-stage
feature transformation scheme is developed to protect user privacy for authen-
tication on IoT devices. The proposed authentication system provides energy-
efficient data storage and low computational costs, thus making the proposed
scheme highly suitable for resource- constrained IoT devices.
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Chapter 1

Introduction

1.1 Fingerprint authentication system

Biometrics is an identification procedure that uses the unique behavioural and
physiological individualities of the human body as identifiers [1]. Biometrics
provide reliable authentication as they cannot be easily shared, misplaced, or
forged compared to traditional token- or knowledge-based methods, e.g., keys,
ID cards, passwords or PINs. There are several biometric traits such as finger-
prints, faces, iris, finger veins, palm and hand geometry. Each trait has its own
strengths and weaknesses, where the selection of a specific trait usually relies on
the application itself.

Fingerprint-based authentication is one of the most reliable biometric technolo-
gies, due to its distinctiveness and stable characteristics. Each person’s finger-
prints are unique. Even identical twins, who share the same DNA sequence,
have slightly different fingerprints. Therefore, fingerprint authentication has
been used in a wide range of applications, such as law enforcement, commer-
cial, civilian and financial applications [2]. In a typical fingerprint image, there
are unique shapes and patterns that are formed by ridges called minutiae. The
location of these patterns on the surface of the fingerprints is used for identifica-
tion purposes. It is highly unlikely for two individuals to share the exact same
kind of minutiae in the exact same location. This unlikeliness grows exponen-
tially with each minutia added for comparison. Figure 1.1 illustrates different
types of minutiae showing the various ways ridges tend to be discontinuous at
a local level. Ridge ending and bifurcation are the most widely used features to
represent a fingerprint pattern in biometric systems. A set of minutiae points M



FIGURE 1.1: A fingerprint with multiple kinds of minutiae high-
lighted [3]

extracted from a fingerprint image can be presented as

M = Mk(xk, yk, θk, Tk)
m
k=1 (1.1)

where m denotes the total number of minutiae and xk, yk and θk are x, y coordi-
nates, orientation and type of kth minutia in a fingerprint, respectively.

Fingerprint authentication usually consists of two stages, the enrolment stage
and recognition stage. During the enrolment stage, feature data is extracted from
a captured fingerprint image as a template which is stored in central database
whereas the recognition stage is further divided into two phases: identification
and verification phases.

In the identification process, the query feature data, obtained in the same way as
the template feature data, is compared with all the fingerprints which are stored
in the database. This is known as one-to-many (1:N) matching to establish a
user’s identify. This process is widely used in crime scene situations.

In the verification process, the query feature data is verified from the database
using matching algorithms, known as one-to-one (1:1) matching. This is to com-
pare query fingerprint and an enrolled fingerprint stored as a template in the

2



Enrollment process 

Identification process 

FIGURE 1.2: Enrolment, identification and verification processes of
an insecure fingerprint recognition system (adapted from [4])

database. Figure 1.2 illustrates the enrolment, identification and verification pro-
cess of an unsecured fingerprint recognition system.

1.2 Motivation and objectives

Despite the development in the fingerprint authentication sector during recent
years and the significant achievements in the unencrypted domain, developing
a fingerprint authentication system is a non-trivial task. This is due to three
major factors: fingerprint uncertainty, security and privacy concerns; the need
for energy-efficient storage and the need to keep computational costs low when
using a fingerprint authentication system on resource-constrained IoT devices.
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Firstly, fingerprint uncertainty, caused by rotation, translation, and non-linear
distortion at each fingerprint image acquisition, is an obstacle in the design of a
fingerprint authentication system. During the fingerprint acquisition process, a
fingerprint sensor or scanner acquires fingerprint images using some means of
contact sensing. The quality of the acquired images can be affected by several
physiological, behavioural and environment factors, e.g., the amount of pressure
applied by the person, the elasticity of their finger skin, the disposition of the
person (sitting or standing), the moisture content of their finger skin (dry, wet
or oily), the motion of their finger, the ambient temperature and light. As a re-
sult, fingerprint images contain a fair amount of uncertainty and variability, giv-
ing rise to intra-class variations and inter-class similarity [1]. In minutiae-based
matching methods where minutia’s x and y coordinates are used, registration
is required to rotate and translate the query image with respect to the template
image. However, an accurate registration to the singular point (core and delta)
is difficult to perform as a small change in the singular point coordinators may
significantly affect the coordinates of the minutiae. Therefore, a low-quality fin-
gerprint image results in a loss of accuracy in matching two fingerprints. Figure

FIGURE 1.3: An example of two fingerprints from the same finger,
one with distortion.

1.3 shows two impressions of the same finger. Due to non-linear distortion, af-
ter registration, several corresponding minutiae, e.g., in the circular region, are
stretched more than a set threshold value.

Secondly, the security and privacy of fingerprint templates are critical concerns
when designing a fingerprint authentication system. Fingerprint templates, which
store users’ original fingerprint information, are vulnerable if unprotected, as
biometric traits are irreplaceable if stolen. Moreover, adversaries can use stolen

4



fingerprint templates to commit identity fraud or theft using various applica-
tions. This may lead to serious security breaches and privacy threats when a
template is hacked. Researchers have been working on developing different
template protection techniques, e.g., bio-cryptosystems and cancelable biomet-
rics to secure biometric systems. The focus of this PhD thesis is on cancelable
templates which are discussed in detail in Chapter 2 (along with a brief descrip-
tion in Section 1.3.2).

Thirdly, although the IoT environment has resulted in encouraging advances
making daily life more convenient, ensuring the security and privacy of personal
information is a challenge in IoT development. Authentication problems present
a serious threat to IoT devices due to the massive number of connected objects
resulting in a huge volume of exchanged/collected data in the IoT network. In
addition to the aforementioned challenges, the IoT environment faces another
challenge that stands in the way of IoT development. Resource-constrained (e.g.,
limited computing capacity and battery life) IoT devices often malfunction due
to the excessive computational requirements in cryptography and are subject to
high energy consumption.

The use of biometric-authentication systems is becoming a more prevalent so-
lution over traditional password-based authentication methods. However, bio-
metric information stored in central databases or smart devices is vulnerable
since an individual’s biometric traits cannot be altered or reissued. If a biometric
template is compromised, it is compromised forever, enabling privacy and se-
curity breaches to occur. If an imposter gains access to IoT devices using stolen
biometric templates, there are serious risks to the stored data. Hence, it is cru-
cial to protect biometric data to protect the user’s identity and to ensure that the
original biometric information cannot be accessed by imposters.

On the other hand, energy-efficient data storage and low computational costs are
critical when designing a secure biometric authentication system for many IoT
applications. The existing preventive and security countermeasure solutions are
inadequate and insufficient to successfully address these problems and mitigate
threats. In fact, most biometric authentication systems are slow, have a limited
database storage capacity and experience data transmission problems.

5



1.3 Fingerprint template protection

Fingerprint template protection (FTP) is a collective term for a variety of meth-
ods that aim to preserve privacy and ensure the secure storage of fingerprint
data. Various algorithms have been developed which can produce diverse un-
linkable and non-invertible references from biometric data. Biometric cryptosys-
tems and cancelable biometrics are emerging technologies to ensure the secure
protection of fingerprint templates. In this section, we briefly introduce both ap-
proaches: biometric cryptosystems and cancelable biometrics, and provide an
overview of the performance metrics, databases and the existing types of per-
formance evaluation protocols.

1.3.1 Biometrics cryptosystems

Biometric cryptosystems combine biometrics with a cryptographic key and merges
the advantages of both biometrics and cryptosystems. Biometric cryptosystems
can output a key by either combining the biometric features, such as fuzzy com-
mitment (FC) and fuzzy vault (FV) or by generating the key from the biometric
features, for instance, fuzzy extractor (FE).

1.3.2 Cancelable biometrics

A cancelable template is a privacy-preserving authentication method. Instead
of storing raw biometric data as a template, it applies systematic distortion by a
one-way transformation technique in the enrolment stage and in the verification
stage. The transformed template and query are matched in the transformed do-
main. If a database is compromised and a stored template is stolen, an adversary
cannot retrieve the original template and a new version of it can be reproduced
by changing the transformation parameter(s). There are five important proper-
ties that should be possessed by cancelable templates.

Non-invertibility: It should be computationally difficult to retrieve the raw bio-
metric data from the transformed biometric template.

Accuracy: The accuracy of the recognition system should not degrade in the
transformed domain. A trade-off between recognition accuracy and security is
one of the main challenges when a cancelable template is designed. A well-
designed transformation function is needed to preserve the discriminatory fea-
tures of a fingerprint as well as ensure recognition accuracy.

6



Diversity: To protect user privacy, the cancelable template must be able to gener-
ate a huge number of unrelated protected template from the same raw template
to be used in different applications.

Revocability: A new template should be generated from raw biometric data in
case the protected template is compromised.

Unlinkability: This property states that the protected templates from the same
fingerprint for various applications should not be able to be cross-matched. No
existing method should be able to determine if two templates generated from
the same fingerprint are related.

1.3.3 Performance metrics

The trade-off between security and recognition accuracy presents a fundamen-
tal challenge associated with cancelable template design. Therefore, the accu-
racy and security of the designed fingerprint authentication system needs to be
measured. In a secure fingerprint authentication system, the matching module
yields a matching score between the enrolled template and the query template
in the range [0,1]. A score that is closer to 1 indicates that the query fingerprint is
derived from the same enrolled finger template. A score threshold is used to reg-
ulate the final decision in the form of "identified / accepted" or "not-identified /
rejected".

Two types of errors can be identified in the matching module: TYPE 1 is to
mistake the query fingerprint and the enrolled template which are from two
different fingers as being from the same finger, namely false acceptance. TYPE 2
is to mistake the query fingerprint and the enrolled template which are from the
same finger as being from different fingers, namely false rejection. Based on the
false acceptance and false rejection generated by the system, the performance
can be measured by computing the false acceptance rate (FAR) or false match
rate (FMR), false rejection rate (FRR) or false non-match rate (FNMR) and equal
error rate (EER).

False acceptance rate (FAR): FAR refers to the probability of mistaking two fin-
gerprints from different fingers as being from the same finger.

False rejection rate (FRR): FRR is the probability of mistaking two fingerprints
from the same finger as being from different fingers.
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Equal error rate (EER): EER is the error rate when FAR=FRR. Genuine testing
and imposter testing were carried out to obtain these performance measures.

ZeroFMR: ZeroFMR refers to the minimum FRR at which the system achieves a
FAR equal to zero.

FMR1000: FMR1000 refers to the minimum FRR at which the system achieves a
FAR equal to 0.1%.

1.3.4 Databases

The cancelable template scheme proposed in this thesis is evaluated on eight
public databases, namely FVC2002 DB1, DB2 and DB3 [5], FVC2004 DB1, DB2
and DB3 [6] and FVC2006 DB2 and DB3 [7]. These databases consist of fin-
gerprint images with different qualities. Figure 1.4 shows some examples of

(a) (b) (c) (d)

(e) (f) (g) (h)

FIGURE 1.4: Example fingerprint images: (a) FVC2002DB1-
Impression 2 of finger 3, (b) FVC2002DB2-Impression 7 of finger
14, (c) FVC2002DB3-Impression 1 of finger 65, (d) FVC2004DB1-
Impression 3 of finger 59, (e) FVC2004DB2- Impression 6 of finger
80, (f) FVC2004DB3- Impression 5 of finger 99, (g) FVC2006DB2-
Impression 1 of finger 13, (h) FVC2006DB3- Impression 7 of finger

19

fingerprint images and Table 1.1 provides information on the eight databases.
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Commercial fingerprint recognition software VeriFinger SDK [8] ] is employed
to extract minutia points from the fingerprint images in these databases.

TABLE 1.1: Database information

Database
FVC2002 FVC2004 FVC2006

DB1 DB2 DB3 DB1 DB2 DB2 DB3
No. of fingers 100 100 100 100 100 150 150

Images per finger 8 8 8 8 8 12 12
Resolution 500 dpi 569 dpi 500 dpi 500 dpi 500 dpi 569 dpi 500 dpi
Sensor type Optical Optical Capacitive Optical Optical Optical Thermal
Image size 388 × 374 296 × 560 300 × 300 640 × 480 328 × 364 400 × 560 400 × 500

Image quality Good – Medium Medium Medium – Low Extremely low Very low Good – Medium Very low

1.3.5 Performance evaluation protocols

To evaluate the performance of the cancelable templates, two protocols, namely
the 1v1 protocol and the FVC protocol, are used to produce a genuine score dis-
tribution. Each database (Table 1.1) has 800 fingerprint impressions from 100
different fingers and 8 impressions for each finger. The imposter scores are com-
puted by comparing the first impression of each finger to the first impression of
the other fingers in a non-redundant fashion. Therefore, for each database, there
are 4950 = 100(100−1)

2 imposter scores. On the other hand, genuine scores can be
calculated as follows:

1vs1 protocol: The first impression of each finger is compared with the second
impression of the same finger. There are 100 genuine scores resulting from 100
different fingers for each database.

FVC protocol: For each finger, there are 8 impressions, and each impression is
compared to every other impression from the same finger. The total number of
genuine scores are 2800 = 8(8−1)

2 × 100 since there are 100 fingers and 8 impres-
sions per finger.

For each finger, the quality of the fingerprint continuously reduces from impres-
sion 1 to impression 8. Therefore, the performance under the 1vs1 protocol is
better than the FVC protocol because the 1vs1 protocol compares only the first
two impressions while the FVC protocol uses all 8 impressions for genuine test-
ing. However, the robustness of any cancelable template method should reflect
both protocols to verify whether the algorithm works successfully on both good
and bad quality fingerprint images.
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1.4 Summary of contributions

This thesis focuses on the development and design of a secure fingerprint au-
thentication system that can overcome the impact of fingerprint uncertainty
and provide reliable biometric template protection. Furthermore, it can provide
energy-efficient storage and ensure low computational costs, which is important
for resource-constrained IoT devices.

The contributions of the thesis are summarized as follows:

1. We designed a unified model to represent minutiae variations between
fingerprint scans and formulate the changes to minutiae feature patterns.
We identify the Möbius transformation as a good candidate for modelling
minutiae translation, rotation, and non-linear distortion, that is, different
types of minutiae variations are described in a single model. Not only do
we mathematically prove that the Möbius transformation-based model is
a unified model for capturing minutiae variations, we also experimentally
verify the effectiveness of this model using a public database.

2. We developed an alignment-free cancelable MCC-based template based on
designing a dynamic random key model, called the Dyno-key model. The
Dyno-key model dynamically extracts elements from MCC’s binary fea-
ture vectors based on randomly generated keys. Those extracted elements
are discarded after the block-based logic operations to increase security.
Leveling with the performance of the unprotected, reproduced MCC tem-
plates, the proposed method exhibits competitive performance in compar-
ison with state-of-the-art cancelable fingerprint templates.

3. We proposed a secure fingerprint authentication system to protect user
privacy for authentication on IoT devices. The proposed system applies
a two-stage feature transformation scheme. Specifically, a weight-based
fusion mechanism is designed in the first stage, while in the second stage
a linear convolution-based transformation with element removal from the
convolution output is designed to increase security and protection. The
proposed authentication system exhibits highly competitive performance
when compared with the existing cancelable fingerprint templates. More-
over, its energy-efficient storage and low computational costs make the
proposed scheme highly suitable for resource-constrained IoT devices.
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1.5 Thesis organisation

The thesis comprises six chapters, including this chapter. Chapter 2 reviews the
related work in the literature survey based on minutiae modelling, fingerprint
template protection and using a fingerprint authentication system with IoT de-
vices and their applications. Chapter 3 describes how a Möbius transformation
is used to model fingerprint minutiae variations, e.g., translation, rotation and
non-linear distortion. Chapter 4 presents an alignment-free cancelable finger-
print template based on a dyno-key model. Chapter 5 describes a two-stage
feature transformation scheme which is used to design a fingerprint authenti-
cation system utilised in resource-constrained IoT devices. Chapter 6 discusses
the conclusions and future research based on the current work.

1.6 A note on the contribution of the collaborators

Several researchers contributed to the research presented in this thesis. Dr Song
Wang (the author’s supervisor) and Dr Dennis Deng (the author’s co-supervisor)
as well as Dr Wencheng Yang (a colleague from Edith Cowan University) pro-
vided valuable support and guidance (both theoretically and experimentally).
The work in Chapter 1 and 2 presents the author’s own knowledge and thoughts.
Chapter 3 proposes the Möbius transformation-based model for fingerprint minu-
tiae variations which was designed by Mr James Moorfield and Dr Song Wang.
The the system was tested by the author to evaluate the effectiveness of the de-
signed model, under the guidance of Dr Song Wang and Dr Wencheng Yang.

Chapter 4 discusses the development of the alignment-free cancelable template
using the dyno-key model. The idea was developed and matured by the author
and Dr Song Wang. Dr Wencheng Yang provided support in the analysis of the
security of the system.

Chapter 5 presents a two-stage feature transformation-based fingerprint authen-
tication system for privacy protection in IoT. The idea was developed and ma-
tured by the author and Dr Song Wang. Prof. Jucheng Yang provided support
by reviewing the paper and analysing the security of the system.
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Chapter 2

Literature Review

2.1 Introduction

This chapter aims to review the existing works related to fingerprint authenti-
cation systems in terms of modelling minutiae variations and their effects on
fingerprint matching. The recent works in the field of template protection tech-
niques are reviewed and finally, an overview is given of the existing fingerprint
authentication systems with template protection to preserve privacy and secu-
rity in IoT devices.

2.2 Modelling minutiae variations

The majority of fingerprint recognition systems rely on minutiae information to
a degree, and these systems can only be as robust as the underlying minutiae
information. Although reliable minutiae extraction is vital to a system’s per-
formance, minutiae variations can occur in different fingerprint scans including
translation, rotation and non-linear distortion. Translation and rotation are due
to changing fingerprint orientation and position shift when capturing a finger-
print, while non-linear distortion is caused by variable skin pressure.

In recent years, several techniques have been proposed to deal with the issue
of minutiae variations (translation, rotation and non-linear distortion) that are
inherited in fingerprint images, resulting in different approaches from different
perspectives. Distortion can be modelled through different spatial transforma-
tions such as rigid and thin plate spline (TPS) [9]. Even though rigid trans-
formation is not robust enough to model the complex properties of geometric
distortion, combining a global rigid transform and a local tolerant window have
shown improvements in matching distorted samples [10]. Bazen and Gerez [11,



12] used a thin-plate spline model to represent non-linear distortion as a non-
rigid transformation, which compensates for elastic deformation to improve
minutiae matching performance. But this model has to be fitted in rounds of
iterations and the accuracy of this model is dependent on the size of the toler-
ance zone around a minutia. Bolle et al. [13] and Fujii [14] invented hardware-
based methods to measure force and torque during fingerprint image capture.
These hardware devices are expected to allow contact sensing of fingerprints to
be completed with minimal distortion. Specifically, the mechanism designed by
Bolle et al. [13] detects and measures excessive force and torque at image acqui-
sition, while the fingerprint distortion detection unit devised by Fujii [14] detects
the amount of movement of a finger on a fingerprint sensor through a transpar-
ent elastic film or a transparent board, which is mounted on or semi-fixed to the
reading face of the fingerprint sensor. These hardware units restrict the applica-
tion of force to be within a certain range during capturing. The hardware rejects
distorted records and prompts the user to provide a new impression until the
system requirements are satisfied. There are several drawbacks related to the
use of hardware-based distortion detection methods: (a) specific sensors and/or
additional instrumentation are required; (b) they cannot handle distorted fin-
gerprint images from previously recorded samples; and (c) the system becomes
weak against malicious users who fake their fingertips and ridge patterns.

Ross et al. [15, 16] proposed a rectification method based on learning distortion
patterns from the correspondence of ridge curvatures of the same finger in dif-
ferent impressions. The parameters of the TPS transformation can be estimated
by computing the average distortion based on the corresponding ridges. Despite
enhancing the matching performance in the distorted samples, the performance
of the ridge curve correspondence approach significantly relies on the number
of impressions of the same finger. In a wide range of databases, there are not
enough samples per class to provide such an estimation.

To study the dynamic behavioural of fingerprints, Dorai et al. [17] proposed the
use of fingerprint video streams and applied joint temporal and motion anal-
ysis to structural distortion detection. Although the proposed approach can
reliably detect the non-linear plastic distortion of fingerprint impressions and
estimate fingerprint positions based on compressed fingerprint videos, the use
of streamed video sequences is inefficient or infeasible in the mobile computing
environment, where time and energy consumption is highly restrictive. In ad-
dition, researchers have come up with various models for non-linear distortion
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in fingerprint images. Unlike the thin-plate spline model [11, 12], Cappelli et
al. [18] ] investigated distortion patterns in different parts of fingerprint images
taken with online acquisition sensors. It was revealed in [18] finger pressure
against the sensor surface was non-uniform, decreasing from the finger centre
towards the outer area. Accordingly, a non-linear distortion model proposed in
[18] was based on finger pressure variations in three distinct regions of a fin-
gerprint: close-contact region (i.e., centre region), outer region and the region in
between. Although this model explains the deformation of fingerprint images
caused by improper finger positioning, estimating model parameters is difficult
and unreliable. Chen et al. [19] developed a fuzzy theory-based algorithm to
tackle non-linear distortion. The proposed algorithm can detect spurious minu-
tiae and achieves good recognition accuracy for deformed fingerprints. How-
ever, image alignment is a prerequisite for the proposed algorithm, which means
that if the pre-alignment is wrong, the proposed algorithm cannot perform well.

2.3 An overview of fingerprint template protection

schemes

As discussed in Section 1.2, , the current fingerprint authentication systems are
vulnerable to security attacks. An adversary can compromise an unprotected
fingerprint template from the database during its transmission in the commu-
nication line. Therefore, many researchers have developed various methods
and techniques to secure fingerprints and protect their information. Fingerprint
template protection (FTP) is classified into fingerprint cryptosystems, cancelable
templates, hybrid methods and homomorphic encryption [20]. Figure 2.1 shows
the classification of FTP schemes.

Since the contribution of this thesis is based on a FTP cancelable template, an
overview of each FTP category is highlighted and a comprehensive survey on
cancelable templates by non-invertible transformations is presented.

2.3.1 Fingerprint cryptosystem

A fingerprint cryptosystem refers to binding a key to a biometric feature or gen-
erating a key from a biometric feature [21]. The biometric cryptosystems are cat-
egorised into key binding and key generation schemes based on how the helper
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FIGURE 2.1: Classification of template protection schemes
(adapted from [20])

data is derived. This helper data is a result of stored public information in refer-
ence to fingerprint template.

In a key binding cryptosystem, a fingerprint template is bound with a chosen
user-specific key to obtain helper data. The secure template is generated by com-
bining both a key and the fingerprint template bound. Using a suitable decoding
method, the keys are obtained from the helper data [22]. Soutar et al. [23] devel-
oped the first key binding biometric cryptosystem named BiometricEncryptionTM

for fingerprints. However, the fingerprint encryption used in this approach ex-
perienced a mismatch between security and accuracy. In addition, a key binding
system does not satisfy revocability and diversity in the protected template [1].
To overcome these limitations, fuzzy commitment and fuzzy vault were devel-
oped to induce these two properties in the key binding systems.

A fuzzy commitment scheme was firstly proposed by Juels and Wattenberg [24]
where a random codeword from an error correcting code is chosen. Helper data
that contains the hashed codeword and the difference between the hashed code-
word and the insecure biometric template are generated. In the authentication
stage, a comparison between the recovered hashed codeword and the original
hashed codeword is performed. Tong et al. [25] presented a system in which no
biometric data need to be stored, and the current biometric data is used to de-
commit a secret value. This method demonstrated a practical use of a fuzzy com-
mitment scheme on FingerCode [26]. Teoh and Kim [27] proposed a randomised
dynamic quantization transformation technique to binarize fingerprint features
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extracted from a multichannel Gabor filter. A fuzzy commitment scheme is con-
structed by applying Reed-Solomon codes on the extracted 375-bit feature vec-
tors. The transformation includes a non-invertible projection based on a random
matrix derived from a user-specific token. This token requires storage on a se-
cure device. Nandakumar [28] employed a binary fixed-length minutiae repre-
sentation obtained from quantizing the Fourier phase spectrum of a minutia set
in a fuzzy commitment scheme. The alignment of minutiae features is achieved
by a focal point of high curvature regions.

Another popular key binding biometric cryptosystem is the fuzzy vault scheme
[29]. A fuzzy vault scheme is an order-invariant version of fuzzy commitment.
It does not require the input of biometric features to be an ordered or fixed-
length vector. The mechanism derives a polynomial from the minutiae set whilst
adding random chaff points which do not lie on the polynomial to conceal it.
The original polynomial is reconstructed by using error-correcting code indicat-
ing the amount of correlation between the query minutiae sets and the enrolled
minutiae sets. The number of chaff points added provides a trade-off between
the security and the robustness of the biometric cryptosystem. Following Juels
and Sudan [29], Uludag et al. [30, 31] applied minutiae line-based representation
scheme, where a 128-bit cryptographic key is bonded with fingerprint minutiae
data that requires image alignment. Nandakumar et al. [32] proposed a fur-
ther fingerprint minutiae fuzzy vault scheme, which utilized the high curvature
points of the obtained field minutiae orientation as helper data for image align-
ment. This led to making the alignment more accurate without leaking any ori-
entation information or minutiae position within the template data. Nagar et al.
[33] introduced an approach to secure fingerprint template using a fuzzy vault.
This approach uses minutiae descriptors containing a record of orientation and
ridge frequency data in a minutia’s neighbourhood to enable the polynomial
evaluations to be locked in a fuzzy vault.

Unlike key binding cryptosystems, key generation cryptosystems directly pro-
duce a cryptographic key from a given fingerprint template. Hence, the helper
data is derived from the fingerprint template to generate a cryptographic key
[34]. Key generation models can be divided into quantization, secure sketch
(SS) and fuzzy extractor (FE). Chang et al. [35] and Veilhauer et al. [36] intro-
duced a biometric key generation based on user-specific quantization. Helper
data is produced from stored information on quantization boundaries. Dodis et
al. [37] proposed two biometric cryptographic key generation models, namely
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the secure sketch and fuzzy extractor. The secure sketch is established from
three distance metrics, that is Hamming distance, set difference and edit dis-
tance. The secure sketch can be treated as helper data that disclose limited in-
formation about the template (measured in terms of entropy loss), whereas the
fuzzy extractor is a cryptographic primitive that is generated by combining the
secure sketch with a randomness extractor. The key generation model has been
utilised for encrypting different types of biometrics [35] such as a fingerprint [38,
39], face [40, 41], iris [42–44], voice [45] and palm vein [46], demonstrating that
it can be adapted to many cryptographic applications. However, these methods
display low discriminability. This means that it is extremely difficult to generate
a key with high stability and entropy in the presence of intra-user variations in
templates. Moreover, it is highly unlikely that the same key will be generated for
different templates of the same user and there are very different keys for various
users.

2.3.2 Feature transformation

Feature transformation uses a transformation function, characterized by a user-
specific key to transform the fingerprint features to another domain. At the
matching phase, the same transformation method is applied on the query fin-
gerprint and is matched to perform in the transformed domain. Feature trans-
formation can be classified into two categories i.e., salting and non-invertible
transformation. In salting, unprotected fingerprint templates are transformed
using an invertible function, defined by a user-specific key or password. The
user-specific key needs to be securely saved or remembered by the user since
the transformation is invertible to a large extent. This leads to an increase in
the entropy of the fingerprint template and it is more difficult for the adversary
to guess the template [34]. There are several advantages of salting techniques,
such as low false accept rate and the ability to produce multiple secured tem-
plates using multiple user-defined keys. However, the salting mechanism has
some significant limitations. For example, it is not robust since the original fin-
gerprint template can be recovered if an adversary gains access to the key and
the transformed template. Moreover, the recognition performance can be de-
graded due to the presence of intra-user variations. An example of the salting
method was introduced by Teoh et al. [47]. This method is based on iterating a
mix of pseudo-random numbers with fingerprint templates. The work is imple-
mented in the stolen key scenario and was extended in Teoh et al. [48] for face
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template and Teoh et al. [49] for speech recognition.

Unlike the salting method, non-invertible transformation secures the fingerprint
template by applying a non-invertible transformation function. Non-invertible
transformation is defined as a one-way function, f , which is easy to compute but
is difficult to invert (given f (x) as the probability of obtaining x in polynomial
time is small). A key is used to define the parameters of the transformation func-
tion and it has to be available at the time of authentication to transform the query
feature set. The main property of this method is that even though the key and/or
the transformed template are known, it is computationally infeasible for the at-
tacker to reconstruct the original fingerprint template. Diversity and revocabil-
ity are another two important properties achieved by using application-specific
and user-specific transformation functions, respectively. However, the robust-
ness of this approach still relies on the trade-off between the discriminability
and non-invertibility of the transformation function.

2.3.3 Hybrid techniques and homomorphic encryption

Hybrid techniques can be designed by combining two or more techniques to
produce a cancelable fingerprint template, e.g., combination of fingerprint cryp-
tosystem and feature transformation methods. Wong et al. [50] proposed a hy-
brid template protection method, called cancelable secure sketch (CaSS). The
basic idea of this method is to combine the multi-line code (MLC) with the code-
offset construction of the secure sketch. Feng et al. [51] introduced a three-step
hybrid method based on random projection discriminability-preserving (DP)
transform and the fuzzy commitment scheme. Nagar et al. [52] developed a hy-
brid cryptosystem by combining minutiae descriptors for fingerprints and both
fuzzy vault and fuzzy commitment is used to build the cryptosystem. Sandhya
and Prasad [53] proposed a hybrid method by constructing Delaunay triangles
from fingerprint minutiae. Then, a cryptosystem was built using the fuzzy com-
mitment scheme after transforming the acquired features.

On the other hand, homomorphic encryption technologies are an encryption
method that allows computations to be held on encrypted data without first
decrypting it. In other words, homomorphic encryption can be used to deter-
mine the distance between fingerprint vectors in the encrypted form. In the
decryption stage, the results of the computations are held on the homomor-
phic encrypted data and the result is guaranteed to be the same as the result
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of performing the same computations on plaintext data [54]. Homomorphic en-
cryption schemes can be divided into two types, namely partially homomorphic
encryption and fully homomorphic encryption. Partially homomorphic encryp-
tion authorises certain kinds of computations to be performed, while fully ho-
momorphic encryption authorises any arbitrary computations to be performed.
Barni et al. [55] developed a homomorphic encryption to filter bank-based fin-
gerprint verification. The authors utilised two partially, additively homomor-
phic encryption methods. These two encryption methods are used to calculate
the Euclidean distances between the encrypted fingerprint vectors. However,
this step requires a template quantization to round the values of fingerprint vec-
tors from double to integer digits. This decreases the accuracy of fingerprint
recognition using the FingerCode template.

2.4 Cancelable templates using non-invertible fea-

ture transformation

Cancelable biometric template generation using non-invertible transformation
has been a popular research area for the past two decades. The generation of
cancelable fingerprint templates falls under two major categories, registration-
based and registration-free methods. The registration-based techniques require
the accurate detection of the singular points (core or delta) to align the feature
vector before the transformation is performed [56]. Many previous works [56–
60] addressed singular point detection and analysis in fingerprint images. How-
ever, locating singular points accurately is not a trivial task and it could lead to
poor recognition accuracy results.

Unlike registration-based algorithms, registration-free or alignment-free cance-
lable templates use local features of minutiae structures for transformation. The
local structures contain features that characterise the relative information be-
tween two or more minutiae, e.g., the distance between two minutiae, as these
features are relatively invariant to global rotation and translation of the finger-
print images. Therefore, no prior alignment is required before matching. More-
over, alignment-free algorithms are computationally light and robust against
non-linear distortion since there is no need for the pre-registration of the fin-
gerprint image [61]. In the following section, we discuss the types of cancelable
templates based on the different types of non-invertible transformations avail-
able.
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2.4.1 Geometric transformation

Geometric transformation is one of the earliest methods for generating cance-
lable fingerprint templates. The basic idea of this transformation is to transform
the original fingerprint templates by applying signal domain or feature domain
transformation. Ratha et al. [62] were the first to introduce the concept of
cancelable fingerprint template using three different geometric, non-invertible
transformation functions, namely, Cartesian transformation, polar transforma-
tion, and functional transformation. The transformation functions are able to
distort the fingerprint minutiae features into a new data format. This method is
registration-based and hence depends on the accurate detection of the reference
points, e.g., singular, core or delta points. In the Cartesian transformation, the
minutiae positions are computed in rectangular coordinates with reference to
the position of the singular points by aligning the x-axis with its orientation. All
cells in the rigid transformation are translated based on the new position sets
by the user key. Even if the transformation and the transformed patterns are
exposed, it is infeasible to retrieve the original position of the minutiae.

In polar transformation, the minutiae positions are computed in polar coordi-
nates with respect to the core position. The angles are computed with respect
to the core orientation. Therefore, polar space is divided into polar regions. The
non-invertible transformation is performed utilising a controlled key. This leads
to a maintained consistency in the radial distance between the transformed re-
gion and the original position of the same region.

The main limitation of both Cartesian and polar transformations is instability, in
the sense that a small change in minutiae positions in the original fingerprint can
result in a significant change in minutiae positions after transformation. This
leads to an increase in intra-user variations at the matching stage and hence
reduces matching accuracy.

Yang et al. [63] proposed a non-invertible geometrical transformation to protect
the minutiae-based fingerprint template. This is a registration-based method
where the original minutiae-based template is mapped to protect the coordinate-
based template using a combination of parameter-controlled, linear and nonlin-
ear operations. By taking advantage of both linear and non-linear geometrical
transformations, this algorithm can preserve good matching accuracy while pro-
viding strong non-invertibility compared to the non-invertible transformation-
based cancelable fingerprint template proposed in [62].
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Lee et al. [64] introduced an alignment-free cancelable fingerprint template us-
ing local minutiae information. In this approach, after processing the fingerprint
image and minutiae extraction, translation and rotation, invariant values are ex-
tracted based on the orientation of its neighbouring regions and a user-specific
random vector. In addition, a cancelable template is generated by moving the
extracted minutiae by a distance as per the distance changing function. The di-
rection of movement is measured by adding the original orientation of minutia
and the rotational transformation value of the orientation changing function.
The authors demonstrated that it is computationally difficult to extract the orig-
inal data from the transformed template even though the attacker knows both
the transformed template and the transformation function. However, the pro-
posed algorithm does not perform well for low quality fingerprint images which
is a significant drawback.

In [65], Ahn et al. presented a scheme to generate secure minutiae informa-
tion for fingerprint templates by applying geometrical properties of local rota-
tion from minutiae triplets to hide minutiae information. Although the idea is
promising, the method has insignificant matching accuracy.

In [66], Yang and Butch developed a geometric alignment-free method for fin-
gerprint template protection, which accomplishes self-alignment based on minu-
tia vicinity instead of using the core point for pre-alignment. The algorithm pro-
posed in [66] generates the final protected minutia vicinity by superimposing
all self-aligned minutiae groups. Despite the high performance of this method,
there is no discussion about how to revoke and replace a compromised tem-
plate. Yang et al. [67] extended the work presented in [66] by extracting a binary
minutia hash bit string encrypted with a randomly generated key.

Yang et al. [68] developed a cancelable fingerprint template based on local struc-
tures of Delaunay triangulation in polar-coordinate space followed by a polar
transformation approach to achieve non-invertibility. The polar transforma-
tion is applied to every triangle in the local structure by altering their positions
through transformation matrices. However, the implementation of the method
proposed in [68] is limited to fingerprint modality and its applicability is not de-
fined for other modalities. Sandhya et al. [69] developed a non-invertible cance-
lable fingerprint template using two methods to construct a feature set from the
Delaunay triangle.
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2.4.2 Filter-based methods

A cancelable biometric filter is a convolution-based technique where multiple
transformed templates are generated using a random convolution method. Bloom
filtering is a simple space-efficient data structure for supporting membership
query sets. Bloom filter-based transformation has been successfully used to gen-
erate irreversible cancelable fingerprint templates. Two approaches to protect-
ing fingerprint data were proposed in [70, 71]. These methods transform finger-
print feature vectors to an irreversible representation, i.e., Bloom filters. In [70],
Li et al. applied Bloom filters to variable length binary fingerprint templates
based on minutiae vicinities. The experiment results of this method showed
no degradation if fingerprints are of good quality. Abe et al. [71] proposed
a method to generate cancelable fingerprint templates by combining Minutiae
Relation Code (MRC), which can represent the minutiae information efficiently
and Bloom filters. The experiment results show that this method can maintain
fingerprint performance as well as quickly compare the compact protected tem-
plates.

Correlation invariant random filtering (CIRF) is another instance of a cancelable
biometric filter. CIRF is an elemental technique of cancelable biometrics with
provable security for correlation-based matching. Hirata et al. [72] introduced
a method of cancelable biometrics for correlation-based matching. The authors
used numeric theoretic transform to enable the transform to be masked using
random filters. Following from [72], Takahashi et al. [73] proposed registration-
based cancelable templates based on CIRF and the chip algorithm for authenti-
cation. This method can extract two versions of cancelable templates i.e., a basic
version and a minutia hiding version. However, both versions provide foolproof
security in terms of the irreversibility of the cancelable templates.

Tran et al. [74] proposed a dynamic multifilter-based fingerprint matching scheme
to enhance the accuracy of cancelable fingerprint templates. The multi-filtering
framework consists of two layers of cancelable template design. The first layer
is the KNN minutia descriptor that is equipped with multivariate polynomial
transformation. This transformation depends on the power of the multivari-
ate polynomial equation system. The second layer is the enhanced version of
MCC which is protected by irreversible order-based encoding transformation.
The authors proposed a multi-layer fingerprint matching technique where the
decision-making process no longer relies wholly on a singular threshold. De-
spite the good matching performance and promising anti-attacking properties
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of this approach, the performance on two low-quality datasets (FVC2004 DB1
and DB3) was not analysed.

2.4.3 Random projection

Another non-invertible transformation method that is widely used for gener-
ating cancelable fingerprint templates is random projection. The key concept
of this technique is to project the extracted fingerprint features onto a random
space. The dimension of the fingerprint template is reduced in Euclidean space.
Given that feature vector x ∈ Rn extracted from a fingerprint image and pro-
jected onto a random subspace A = [aij] where A ∈ Rn∗N with n < N. Each
entry of aij of A is an independent realization of a random variable. This process
is stated in (2.1).

y = Ax (2.1)

where y is the resultant n dimensional vector.

BioHashing is one of the well-known random projection schemes, introduced by
Teoh et al. [75] and has been applied to many biometric characteristics. In this
approach, the iterated inner product is determined between a tokenised pseudo-
random number and a user-specific fingerprint feature. The fingerprint feature
vector is generated from the integrated wavelet and Fourier-Mellin transform.
Then, a random user-specific token is used to create orthogonal vectors. The
cancelable template is extracted by finding the inner dot product of the feature
vector and the orthogonal pseudo-random vector. Teoh et al. [48] further im-
proved the original BioHashing method using random multi-space quantization
(RMQ) which extends the single ransom subspace formulation to multiple sub-
spaces. The proposed methods in [48, 75] have significant advantages such as
zero equal error rate point and clean separation of the genuine and imposter
populations. This eliminates the false accept rate without suffering from an in-
creased occurrence of the false reject rate.

In [76, 77], Jin et al. proposed a cancelable fingerprint template based on two-
dimensional random projections using a minutia local structure named minutia
vicinity decomposition (MVD).

Yang et al. [78] developed a method for generating cancelable templates using
both the local and global features of a fingerprint. The first step in the imple-
mentation of this method was drawing a circle of a certain radius where the
core point acts as the centre of the circle. A pair of minutiae points in the circle
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are connected with a line and both points are mapped to the circle in the per-
pendicular direction. For local feature extraction, triangular properties which
consist of the angle between two minutiae and the angle between two lines con-
necting two minutiae pairs, are computed. The local features are robust to the
non-linear and geometric distortions that may occur during fingerprint acquisi-
tion. The method is irreversible since multiple minutiae pairs are mapped at the
same points in the circle.

Although random projection provides a good diversification effect for biomet-
ric template protection, there are security concerns under lost-key attacks. As
noted in [79], a two-factor cancelable formulation is constructed using multi-
space random projections. In addition, a security threat is raised since random
projection is a linear operation that preserves the distance very well. Yang et
al. [80] introduced a dynamic random projection mechanism to overcome the
security concerns due to a stolen key or token by adding an additional compu-
tational complexity to the search of the unprotected biometric features. In this
method, a non-linear projection process is performed by relating the random
matrix’s assembly to the biometric feature itself. The dynamic random matri-
ces are achieved by making several random vector slots publicly available, with
each slot containing multidimensional random real-valued vectors. For each
slot, one of the random vectors is selected for projecting the biometric features.
Therefore, the attacker has no knowledge which random vector out of many in
a slot is selected for projection.

Ahmad et al. [81] proposed an alignment-free cancelable template using pair-
polar minutiae vectors in a polar space. This method utilises the relative rela-
tionship of minutiae in a rotation and shift-free pair-polar coordinate system.
In addition, a many-to-one mapping-based non-invertible transformation is de-
signed. But the reported recognition accuracy is particularly low over low-
quality fingerprint images, which is undesirable for practical fingerprint authen-
tication applications.

Yang et al. [82] proposed a feature-adaptive random projection-based approach
to generate cancelable fingerprint templates. In this method, the projection ma-
trices are generated from one basic matrix together with local feature slots and
discarded after use, thus making it difficult for adversaries to gather enough
information to launch attacks.
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Alam et al. [83] introduced an alignment-free cancelable template scheme to se-
cure fingerprint minutiae. The proposed method enhanced the non-invertibility
by using bit-toggling strategy to inject noise into the proposed fingerprint tem-
plate. Furthermore, cancelability is also achieved by incorporating discrete Fourier
transform and random projection on the proposed template.

2.4.4 Robust hashing

Robust hashing is another method to generate non-invertible transformation us-
ing hash functions. A robust hash function is a one-way transformation tailored
specifically for each user based on their biometrics. A secured biometric authen-
tication system based on a robust hash function was introduced by Sutcu et al.
[84]. In this method, the hash function is designed as a combination of various
Gaussian functions with a secure cryptographic hash function which is utilised
to satisfy both non-invertibility and security requirements.

In [85], Tulyakov et al. developed symmetric hash functions to secure finger-
print templates. The symmetric hash functions are invariant to the order of the
input pattern. The algorithm does not rely on the singular points (core and
delta) and does not need pre-alignment between the query and reference fin-
gerprint templates. During the matching, all localized sets corresponding to
the query pattern are compared with all the localized sets in the reference pat-
tern. The matching score is determined by selecting the matches with the highest
confidence. Although the developed fingerprint hash functions are cancelable
and demonstrate reasonable performance, the weights incorporated in the error
function are empirically set. This leads to difficulties implementing the method
in real applications. The work proposed in [85] was extended in [86] to enhance
the security of the system against brute force attacks and retain a reasonable
performance.

Das et al. [87] proposed an alignment-free fingerprint hashing technique based
on minimum distance graphs (MDG). The MDG hash function is composed of a
set of connected nodes formed by calculating the distance between the core and
the next nearest minutia. Then, the distance between the next closest minutia
and its predecessor is calculated and so on. The MDG is further extended to
a cancelable template by applying the minutia perturbation model proposed in
[64]. Despite its good security strength against brute force attack, the method
depends on the accurate detection of the core point.
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Jin et al. [88, 89] proposed cancelable templates based on locality sensitive hash-
ing, named Index of Max (IoM) hashing. In this paper, random parameters are
externally generated, and IoM hashing transforms a real-valued biometric fea-
ture vector into a discrete index (max ranked) hashed code. Two types of the
IoM hashing for fingerprint biometrics are presented, namely Gaussian random
projection-based (GRP-IoM) and uniformly random permutation-based (URP-
IoM) hashing methods. This method achieves good accuracy performance with
respect to its before-transformed counterparts. However, Ghammam et al. [90]
argued that both GRP-IoM and URP-IoM methods are extremely vulnerable
against authentication and linkability attacks.

Moreover, , a new cancelable biometric scheme [91], named sparse combined
Index-of Maximum (SC-IoM), was designed on top of the IoM hashing method.
Unlike IoM hashing, SC-IoM hashing extracts the indices of the largest and the
second largest user-specific randomly projected biometric features.

Sadhya et al. [92] introduced a cancelable fingerprint template by randomly
sampling bits from binary features. The binary features are extracted from bi-
narizing MCC features using the KPCA and zero-thresholding schemes. The
method achieved a low equal error rate (EER) in the stolen-key scenario. How-
ever, this method is not practical for use in real-world applications because the
minutiae points were extracted by a manual tool [93].

Abdullahi et al. [94] designed a robust and a secure fingerprint hash using Fourier-
Mellin transform and fractal coding. The proposed method employs the Fourier
Mellon transform for feature alignment and generates a fixed-length minutiae
representation. After this, fractal coding is utilised to exploit texture compres-
sion and dimensionality reduction to generate a compact and robust hash to
enhance recognition and security. The proposed method satisfies the revocabil-
ity and unlinkability criteria with fulfilling the recognition performance. In [95],
Abdullahi and Sun introduced a non-invertible fingerprint hash code using vec-
tor permutation and a shift-order process. The dimension of feature vectors is
reduced using KPCA prior to randomly permuting the extracted vector features.
A shift-order process is then applied to enhance the security mechanism against
non-invertibilty and similarity-based attacks.
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Li et al. [96] designed cancelable fingerprint templates based on Indexing-Min-
Max (IMM) hashing. The proposed method securely embeds the explicit fixed-
length fingerprint feature vector non-linearly into implicit ordering space. Un-
like the original IoM method, the IMM hashing model collects implicit indices
of the maximum and the minimum values computed from multiple random
tokenized partial Hadamard transforms to simultaneously ensure high-level se-
curity and satisfactory recognition performance.

Li and Wang [97] proposed a one-factor cancelable fingerprint authentication
scheme based on Minimum Hash Signature (NMHS) and Secure Extended Fea-
ture Vector (SEFV). The NMHS algorithm was developed to produce the hash
codes of the binary fingerprint templates and the XOR operation in the hashing
process was utilised to enhance the stability of the performance. To get the en-
cryption string in the form of a fuzzy vault, the XOR operation is carried out
between the hash codes and the random binary string. The SEFV is then used
to get the pseudo identifier. In the authentication stage, the pseudo identifier is
produced with genuine queries using the auxiliary data provided by the system.
This is then employed to classify the utilising hamming distance. The authors
introduced a fusion rule to improve the performance during the authentication
stage. The proposed system shows a good matching performance.

Li et al. [98] presented a cancelable fingerprint binary code generation scheme
based on one permutation hashing. The transformed feature is bitwise uni-
formly distributed and offers fast matching. The proposed method also applies
the partial Haar transform to strengthen the security of the cancelable finger-
print template.

Lee et al. [99] proposed a one-factor cancelable fingerprint template, called ex-
tended feature vector (EFV) hashing. The EFV hashing utilizes a permutation
key separate from the fingerprint feature data to yield the cancelable template.
With XOR encryption, the key is not stored in its original form.

2.4.5 Random permutations

Random permutation is another common method used to generate cancelable
biometric templates. The key concept of this method is the shuffling of feature
vector values using a permuted key followed by non-invertible transformation.
Farooq et al. [100] presented a permutation-based method to produce cance-
lable fingerprint templates. The concept of the proposed method is to generate
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cancelable bit strings from fingerprints by extracting translation and rotation in-
variant minutia triplets. This means that fingerprints can be represented by a set
of triangles derived from sets of three minutiae. The set of triangles can be repre-
sented in a binary space by keeping only the triangles that occur once. The con-
struction of anonymous fingerprint representation comprises two stages. The
first stage is the selection of invariant fingerprint features that are utilised to
compute binary strings from fingerprint images. The second stage is perform-
ing the non- invertible key-based transform on these binary strings by issuing a
key to each user. This can be revoked and replaced resulting in a different binary
string.

Similar to the method in [100], Lee and Kim [101] proposed a cancelable fin-
gerprint template using minutiae-based bit strings. In this method, the pro-
tected template is generated by mapping the minutiae into a predefined three-
dimensional array, which contain small cells and discovers which cells include
minutiae. One of the minutiae is chosen as a reference minutia point and other
minutiae are translated and rotated to map the minutiae into cells based on the
position and orientation of the reference minutia. Next, each cell consisting of
more than one minutia is set to 1 (otherwise 0). Hence, a one-dimensional bit
string is generated by sequentially visiting the cells in 3D array. Finally, the bit-
string is permuted using a specific PIN or the permutation matrices to achieve
revocability. This method performs well in different PIN situations. However,
the performance degrades when the PIN key is compromised.

Jin et al. [102, 103] introduced another bit-string based template generation
method using minutiae pairs to obtain invariant features. The invariant features
attached to a pair are the Euclidean distance between two minutiae, the angle
between the orientation of two minutiae, the angles between the orientation of
each minutia and the line segment connecting them. After computation, quan-
tization, histogram binning and binarization operations are applied to generate
a bit-string. Finally, by incorporating the helper data that is generated from the
resultant bit strings, a user’s key-based permutation procedure is used to gen-
erate a revocable and non-invertible binary bit-string as a template. Although
the revocability in this method is achievable, a security threat may occur when
the helper data and external token are known by the attacker. Therefore, the at-
tacker may access the system by using the bit-string recovered from the helper
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data and external token. In [104], Jin et al. used polar grid-based 3-tuple quanti-
zation to build binary string cancelable templates. Despite its efficiency in stor-
age and matching, the derived binary templates exhibit suboptimal matching
performance.

Wong et al. [105] proposed a feature extraction approach called Multi-Line Code
(MLC), which involves the inspection of minutiae distributions along a straight
line constructed based on each reference minutia. Then, a cancelable template is
generated according to a user-specific key that produces the permutation order
of MLC. To improve the performance of MLC, Wong et al. [106] proposed an
enhancement method using different measures on minutiae contribution and
learning-based binarization. Unfortunately, this latter method requires large
storage capacity.

In the process of developing a cancelable template, performance preservation is
a significant challenge which is addressed in [107]. Kho et al. developed a minu-
tia descriptor based on partial local structures and formulated a non- invertible
transformation using randomized non-negative least square optimization. This
method achieves good performance as well as strong security. However, match-
ing between two cancelable templates is a complex and computationally expen-
sive process.

2.4.6 Other non-invertible transformation functions

Wang et al. [108–112] proposed various works on designing non-invertible trans-
formation functions from the perspective of digital signal processing. In 2012,
Wang and Hu [108] designed an alignment-free cancelable template with pair-
minutiae vectors by extracting invariant features from a pair of minutiae. These
feature vectors are subsequently converted into fixed-length binary vectors through
quantization and bin-indexing. The binary vectors are then converted to com-
plex vectors via the Discrete Fourier Transform (DFT). Lastly, a many-to-one
mapping is implemented to achieve non-invertibility. This method achieved
EER of 3.5%, 5%, 7.5% for FVC2002 DB1-3, respectively. In 2014, they used the
curtailed circular convolution as a non-invertible transform to build alignment-
free cancelable templates [109]. The method is based on extracting features and
bin-indexing them to generate binary representation. Next, the features were
converted to a frequency domain with DFT, and part of the resultants are re-
moved to get the cancelable templates. This method managed to bring down
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the EER of the good quality FVC2002 DB1 and FVC2002 DB2 to 2% and 3% and
when dealing with lower quality images from FVC2002 DB3, it is still reached
6.12%.

By countering the identifiability condition of blind system identification (BSI),
Song and Hu [110] applied the BSI approach to the design of alignment-free
cancelable templates. In this method, the same approach proposed in [109] is
used to extract features, generate a binary string, and convert the output to a fre-
quency domain using DFT. Then, a cancelable template is generated using the
Finite Impulse Response (FIR) vector of the moving average model. The trans-
formation method in [110] is non-invertible when the length of the FIR vector is
within a specified range.

Wang et al. [111, 112] proposed a partial Hadamard transform-based non-invertible
transformation to generate cancelable fingerprint templates. The binary finger-
print feature vector is extracted by the pair-minutiae vectors used in [108] to
a dense complex vector by means of Fourier transform. A cancelable finger-
print template is generated by adopting non-invertible mapping with partial
Hadamard matrix. The Hadamard matrix has an interesting property, this be-
ing, it is always column rank deficient. Hence, the original template can be
protected by hiding the true solution among many other solutions. Despite the
clever design of various non-invertible transformations, the extracted features
in these methods are not discriminative enough to render a strong matching
performance, especially on databases with low quality fingerprint images, e.g.,
FVC2004 DB2.

Taking advantage of the Minutia Cylinder-Code (MCC) performance, various
non-invertible transformations have been proposed to protect the templates.
MCC is a well-known local minutia descriptor, which is based on a 3D-local
structure associated with each minutia, as shown in Figure 2.2. Ferrara et al.
[113] proposed a template protection method, named P-MCC. This method per-
forms a KL transformation on the MCC feature representation. However, this
method is not revocable. To make P-MCC templates revocable, the authors [114]
combined a user-specific secret key and the non-invertible P-MCC representa-
tion to put forward a two-factor protection scheme, called 2P-MCC. While 2P-
MCC templates are cancelable, the matching performance on FVC2002 databases
is less satisfactory. Zhang et al. [115] designed a cancelable template using
a combo plate and functional transformation built upon MCC. Arjona et al.
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FIGURE 2.2: (a) The cylinder with the enclosing cuboid (b) Dis-
cretization of the cuboid into cells [117]

[116] proposed Physically Unclonable Functions (PUFs) to apply on P-MCC and
named it P-MCC-PUFs.

Sandhya et al. [118] introduced a K-nearest neighbourhood structure (K-NNS)
by means of relative spatial and directional information between each reference
minutia and its k-nearest neighbours. The K-NNS structure is quantized and
mapped into a 2D array to produce a fixed-length binary vector. Next, a complex
vector is generated by applying DFT. Then, the complex vector is transformed
by adopting a user-specific random matrix generated from a user’s key. How-
ever, the performance of the proposed method in [118] is not sufficient to show
the feasibility of using it in real fingerprint applications. Nhat et al. [119] pro-
posed an alignment-free cancelable template using the KNN clustering method
in conjunction with partial discrete Fourier transform.

Wang et al. [120] designed alignment-free cancelable templates by zoning minu-
tia pairs for the construction of local invariant structures. In this method, all the
minutiae in the fingerprint image are allocated into multiple circular zones with
radius r while considering each and every minutia as the centre of the zone.
Next, minutiae pairs were formed by considering the centre minutia and all
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other minutiae of each zone. The features collected were expressed through dis-
tance, orientation, and difference between angles to make recognition resilient
towards rotational and transnational invariances. After this, these collected fea-
tures were quantized by selecting a certain step size. The quantized value ob-
tained for zoned minutia pairs were mapped to various locations of cubicles
with 1 and 0. All the values of 0’s and 1’s stored in cubicles were concate-
nated to form a binary string. To reduce the risk of ARM attack, modulo op-
eration was applied to the index of the generated binary string which produces
a new shortened binary string. Next, they applied partial DFT generated using
a parameter key to the new shortened binary string. The variable utilised for
modulo-operation and the parameter key were both user-specific.

Trivedi et al. [121] introduced a non-invertible cancelable fingerprint template
based on the information extracted from the Delaunay triangulation of minutia
points. A user key of a random binary template is utilized to generate a cance-
lable template.

Shahzad et al. [122] designed alignment-free cancelable templates with dual pro-
tection, which is composed of the window-shift-XOR model, and the partial dis-
crete wavelet transform. Due to the dual protection, the security of the proposed
cancelable template is enhanced.

A comparison of the most recent cancelable fingerprint template protection ap-
proaches is reported in Table 2.1.

TABLE 2.1: The comparison of cancelable biometrics for fingerprint
template protection.

Cancelable
fingerprint
template
design

Feature
transformation

Databases Best Perfor-
mance

Wang and Hu
[108]

Infinite-to-one
mapping

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3

EER=3.50%
EER=4.00%
EER=7.50%

Wang et al.
[109]

Curtailed circular
convolution

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3

EER=2.00%
EER=2.50%
EER=6.12%
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Wang et al.
[110]

Blind system iden-
tification

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3

EER=3.00%
EER=2.00%
EER=7.00%

Wang el at.
[112]

Partial Hadamard
transform

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3

EER=1.00%
EER=2.00%
EER=5.20%

Wang et al.
[120]

Zoned minutia
pairs

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3

EER=0.19%
EER=1.00%
EER=4.29%

Ferrara et al.
[114]

2P-MCC FVC2002 DB1
FVC2002 DB2
FVC2002 DB3
FVC2002 DB4
FVC2004 DB1
FVC2006 DB2

EER=2.00%
EER=1.20%
EER=4.40%
EER=3.10%
EER=3.00%
EER=0.10%

Jin et al. [89] IoM hashing FVC2002 DB1
FVC2002 DB2
FVC2002 DB3
FVC2004 DB1
FVC2004 DB2
FVC2004 DB3

EER=0.22%
EER=0.47%
EER=3.07%
EER=4.74%
EER=4.10%
EER=3.99%

Kim et al. [91] SC-IoM hashing FVC2002 DB1
FVC2002 DB2
FVC2004 DB1
FVC2004 DB2

EER=0.55%
EER=0.93%
EER=5.81%
EER=6.85%

Abdullahi et al.
[94]

Fourier-Mellin
transform and
fractal coding

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3
FVC2004 DB1
FVC2004 DB2
FVC2004 DB3

EER=0.36%
EER=0.54%
EER=2.40%
EER=2.35%
EER=5.93%
EER=2.37%

Shahzad et
al [122]

Window-shift-
XOR and partial
discrete wavelet
transform

FVC2002 DB1
FVC2002 DB2
FVC2002 DB3
FVC2004 DB1
FVC2004 DB2

EER=1.57%
EER=1.50%
EER=7.93%
EER=10.49%
EER=8.62%
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2.5 Security on the Internet of Things

2.5.1 Overview of Internet of Things

In our modern world, the Internet of Things (IoT) provides a new paradigm
that works on connecting objects, intelligent systems, and applications to collect
data from physical world and offer IoT services to IoT consumers [123]. The
IoT considers as a distinguished solution that allows anyone to access anything
from anywhere and at any time. This means that several physical objects can
be allowed to collect data through sensing and actuation capabilities, and pro-
cess and exchange the data over the network transparently and seamlessly [124].
With the remarkable increase in the number of IoT devices, these interconnected
smart devices can be used in different fields and their applications include but
are not limited to smart homes, smart cities, environment, agriculture, the smart
grid, industry, healthcare, and transport. According to [125], there are about 50
billion IoT devices connected at the present and it will probably increase to 75.44
billion devices by 2025.

Despite the attractive promises of the developing IoT networks, there are no so-
phisticated security policies on IoT devices. The large number of interconnected
IoT devices encourages a rapid increase in attacks from imposters. In fact, con-
sumers’ inadequate awareness of IoT devices on the topic of IoT security results
in them being a source of potential risks. The US Intelligence Community classi-
fies the IoT as a significant cyber technology that can compromise data privacy,
integrity, and service availability. An imposter can gain access to certain internal
and open environments by accessing and probing into IoT devices. For instance,
in healthcare applications, life-threatening cyberattacks can target medical de-
vices (such as insulin pumps attacks, baby monitors). This can cause serious
security issues for healthcare IoT applications [126].

Given the aforementioned security risks of IoT devices, it is important to have
proper access control to protect user privacy and prevent on-device data leak-
ages. Although passwords are commonly used for user authentication in IoT
devices, the rapid development of biometric technology in the past decade has
swiftly spread to almost every corner of our daily lives as a more reliable method
of authentication. The combination of smartphones and biometrics in consumer
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markets resulted in biometric authentication becoming more widely accepted.
The use of biometric recognition has expanded rapidly since Apple started us-
ing biometric recognition with its smartphones, named Touch ID and face recog-
nition [127].

2.5.2 Biometrics authentication on IoT devices

As discussed previously, authentication is the fundamental security protocol
in the IoT environment. Therefore, in this section, we examine the existing
biometric-based authentication solutions in IoT presented in the literature. Wilkins
[128] reviewed how biometrics can be utilized to better secure manufacturing
protocols and processes. The author discussed the options of choosing correct
technologies to improve safety and security in factories. Since hackers continue
to find new ways to gain information, the author stated that it is necessary to
make systems adaptable, as security is a moving objective.

Habib et al. [129] developed a novel authentication framework based on bio-
metric modalities and wireless device radio fingerprinting for IoT in healthcare.
The proposed method can verify the monitored health data from the correct
patient, whilst also ensuring the integrity of the data. Kantarci et al. [130] pro-
posed a cloud-centric biometric identification architecture. This approach pro-
tects mobile applications from unauthorised access by combining the biomet-
ric and context-aware technique. Mac̆ek et al. [131] introduced a multimodal
method for authentication. In this approach, high-quality cameras (e.g., laptops,
smartphones and tablets) are used to build face and iris templates. However, the
authors indicated that there is a privacy concern surrounding the stored face and
iris templates.

Shahim et al. [132] developed an authentication system with users’ hand ge-
ometry scans and a series of gestures on a Raspberry Pi platform. Dhillon and
Kalra [133] presented a lightweight multi-factor remote user authentication method
based on a computationally less expensive hash function and XOR operations.
Yang et al. [134] developed a privacy-preserving lightweight fingerprint authen-
tication system for resource-limited IoT devices. The proposed method uses a
block logic-based algorithm to minimise the template size and achieve good per-
formance.

Yang et al. [135] applied the binary decision diagram (BDD) to the design of
a deep learning-based finger-vein system for template protection. The original

35



finger-vein template is transformed irreversibly by the BDD and further pro-
cessed by a multilayer extreme learning machine. When compared with the
existing non-machine learning and machine learning-based finger-vein recogni-
tion methods, the proposed finger-vein cancelable template achieves competi-
tive performance.

Zheng et al. [136] proposed a Fingerprint based Insulin Pump security (FIPsec)
scheme which employs a fingerprint authentication scheme to verify any access
request to the pump. A cancelable Delaunay triangle-based fingerprint match-
ing algorithm for the insulin pump is presented, which has capabilities to resist
nonlinear fingerprint image distortion and the influence of missing or spurious
minutiae.

Ayub et al. [137] introduced a lightweight secure three-factor biometric-based
authentication protocol for e-Healthcare applications in the IoT using 5G tech-
nology. The proposed protocol is cost-effective in terms of computational and
communication costs compared to many existing e-Health cloud authentication
protocols. Security analyses show that the protocol can resist attacks such as
user anonymity, offline password guessing, impersonation and stolen smartcard
attacks, but is vulnerable to man-in-the-middle and replay attacks [138].

Yin et al. [139] introduced an IoT-oriented lightweight, privacy-preserving fin-
gerprint authentication system. The proposed approach is built upon the MCC-
based cancelable binary template where a random projection and Boolean op-
eration XOR is used to transform the MCC binary feature vectors. A prototype
of the proposed system is developed using a popular open-source platform (i.e.,
Open Virtual Platforms™) in the IoT setting.

2.6 Chapter summary

This chapter presents a comprehensive survey of research work on fingerprint
authentication systems in terms of modelling minutiae variations and their ef-
fects on fingerprint matching. Then, the recent work in the field of fingerprint
template protection (FTP) schemes is presented. FTP is classified into four cat-
egories i.e., fingerprint cryptosystems, feature transformation, hybrid methods
and homomorphic encryption. Three categories were summarised in Section 2.3
and an exposition on the feature transformation category is presented in Sec-
tion 2.4. Feature transformation or cancelable templates have been classified
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based on the transformation methods. The most commonly used transforma-
tion methods are geometric, robust hashing, random projection, biometric fil-
ters, random permutation, and non-invertible transformation functions. A com-
prehensive survey on the security of IoT is presented in Section 2.5. An overview
of IoT is given first and the recent work on using biometric fingerprint authen-
tication systems with IoT is presented in Section 2.5.2.
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Chapter 3

A Möbius Transformation-Based
Model for Fingerprint Minutiae
Variations

3.1 Introduction

With good recognition accuracy and strong security, fingerprint-based biomet-
ric recognition [1] is becoming an appealing alternative to traditional passwords
and token-based authentication. During fingerprint acquisition, a fingerprint
sensor or scanner acquires fingerprint images through some means of contact
sensing. The quality of the acquired images can be affected by a number of phys-
iological, behavioural and environment factors. As a result, fingerprint images
contain a fair amount of uncertainty and variability, giving rise to intra-class
variations and inter-class similarity [1]. How to extract more useful informa-
tion from noisy (or even poor-quality) fingerprint images has attracted intense
research interest in the areas of image processing and pattern recognition for
many years.

In a fingerprint image, apart from the global fingerprint pattern, such as ridge
line flow, at the local level, minutiae points provide salient information about an
individual’s fingerprint features [1] and play an important role in the design of
fingerprint recognition systems. In particular, in recent years researchers have
successfully applied minutia-based local structures [140] to the popular research
topic of fingerprint template protection (see Chapter 2). These minutia-based
local structures have some desirable properties; they are stable and alignment-
free. However, in the fingerprint acquisition process, when a person presses
his/her fingertip against the plain surface of a fingerprint scanner, the resultant



fingerprint image is produced through a three-dimension(3D)-to-two-dimension(2D)
mapping. In this process, minutiae variations occur between different scans, be-
cause minutiae points are affected by linear transformations like translation and
rotation. Moreover, due to skin elasticity compression or stretch, minutiae are
subject to elastic deformation [11] or non-linear plastic distortion. The ideal way
to cope with minutiae variations is to invert the 3D-to-2D mapping and compare
minutiae in 3D, but how to invert this mapping has not yet been ascertained.

Despite the aforementioned software and hardware-based approaches to detect-
ing deformations in fingerprint images (refer to Section 2.2), currently there is no
existing method available for capturing minutiae variations in a unified model.
None of the existing models can deal with rigid transformations (e.g., minutiae
translation and rotation) and non-rigid transformations (e.g., non-linear distor-
tion) in a comprehensive manner so that they can be described in a single model.
In this chapter, we address this issue by proposing a unified model which is
able to represent minutiae variations between fingerprint scans and formulate
the changes to minutiae feature patterns. By observing the similarity between
the process of pressing one’s fingertip bulging outwards on a fingerprint scan-
ner and taking objects on a curved surface and mapping them to a plane, we
derive a simple model, namely inversion, for non-linear distortion using the
Riemann sphere [141]. In addition, we use complex functions to express minu-
tiae translation, rotation and inversion. Furthermore, we identify the Möbius
transformation [142] as a candidate for modelling minutiae translation, rotation
and non-linear distortion, that is, different types of minutiae variations are de-
scribed in one, unified model. Not only do we mathematically prove that the
Möbius transformation-based model is a unified model for capturing minutiae
variations, we also experimentally verify the effectiveness of this model using
the public database FVC2002 DB2 [5].

This chapter is organized as follows. Section 3.2 presents the complex func-
tions to describe minutiae translation, rotation and inversion and it also de-
scribes the inversion model for non-linear distortion. Section 3.3 proposes the
Möbius transformation-based model and demonstrates why it can be used to
model minutiae variations. Section 3.4 evaluates the efficacy of the Möbius
transformation-based model through experiments conducted over the public
database FVC2002 DB2 [5]. The chapter summary is given in Section 3.5.
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3.2 Minutiae translation, rotation and non-linear dis-

tortion

Minutiae variations that occur to different fingerprint scans include translation,
rotation and non-linear distortion. Translations and rotations are due to chang-
ing finger orientation and position shift at fingerprint capturing time, while non-
linear distortion is introduced by variable skin pressure. In this section, we pro-
pose inversion as a simple model for non-linear distortion.

Minutiae translation, rotation and inversion can be described by complex-valued
functions. In order to use these functions, a minutia’s position is represented by
a complex number z, which means that the co-ordinates (x, y) of the minutia are
given by x = Re(z) and y = Im(z), where Re(z) is the real part of z and Im(z)
is the imaginary part of z. We now introduce the complex functions that express
these mappings.

Proposition 1 A translation in the complex plane is represented by a function of the
form

f (z) = z + γ (3.1)

where γ ∈ C.

Proof: Observe that Re(γ) displaces z along the real axis and Im(γ) displaces
along the imaginary axis, giving the desired results. Proposition 2 Rotation is
described by

Proposition 2 Rotation is described by

f (z) = αz (3.2)

where α ∈ C.

Proof: It is straightforward to prove the result when we express z and α in
polar form.

Non-linear distortion is inevitable during fingerprint capture. However, we note
that pressing a fingerprint on a scanner is similar to mapping points of a curved
surface, e.g., a sphere, to a plane. Motivated by this observation, we propose
a model for non-linear distortion based on projecting points in the x-y plane to
the surface of the Riemann sphere [141]. Consider the surface of the Riemann
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FIGURE 3.1: Projection of point P (i.e., z = x + iy) to the Riemann
sphere.

sphere Σ of unit radius, centred at the origin in R3. Let Π be the x-y plane and
N denote the point (0, 0, 1). The complex number z = x + iy can be represented
by the point P = (x, y) in Π. P can be mapped uniquely to the point P∗ by
taking the intersection of the line segment NP with Σ, or its extension for P
inside Σ. The point P∗ can be represented by overlaying a spherical co-ordinate
system, where λ ∈ (−π, π] and ϕ ∈ (−π/2, π/2). This arrangement is shown
in Figure 3.1.

FIGURE 3.2: Triangle NOP

Figure 3.2 shows the triangle NOP, where O is the origin. Let ψ = ∠ONP
and Q be the point that bisects the line segment NP∗. As NOP∗ is an isosceles
triangle by construction, the line segment QO bisects ∠P∗ON. Let ρ = ∠NOQ =

(∠P∗ON)/2. As NOP is a right-angled triangle, we have ρ = π/4 − ϕ/2. We
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now derive ψ in terms of ϕ as follows:

ψ =
π

2
− ρ

=
π

4
+

ϕ

2

We can now express the point P, represented by z = x + iy, with respect to our
spherical co-ordinates λ and ϕ. Observe arg z = λ and |z| = tan ψ. Therefore,

z = tan(
π

4
+

ϕ

2
)eiλ (3.3)

Proposition 3 Let g denote the function that rotates the sphere Σ by angle π about the
x-axis. Let h map the points in the x − y plane Π to the sphere Σ, as discussed above.
Inversion is described by f (z) = h−1 ◦ g ◦ h(z), where the symbol ◦ denotes function
composition, and

f (z) = 1/z (3.4)

Proof: Observe that the rotation about the real axis corresponds to the rotation
about the x-axis in Figure 3.1. After the rotation of the sphere, ϕ → −ϕ and
λ → −λ. Using (3.3), we have

f (z) = tan(
π

4
− ϕ

2
) e−iλ

=
sin(π

4 − ϕ
2 )

cos(π
4 − ϕ

2 )
e−iλ

=
sin π

4 cos ϕ
2 − cos π

4 sin ϕ
2

cos π
4 cos ϕ

2 + sin π
4 sin ϕ

2

e−iλ

=
cos π

4 cos ϕ
2 − sin π

4 sin ϕ
2

sin π
4 cos ϕ

2 + cos π
4 sin ϕ

2

e−iλ

=
cos(π

4 + ϕ
2 )

sin(π
4 + ϕ

2 )
e−iλ

=
1

tan(π
4 + ϕ

2 ) eiλ

=
1
z

We have shown that inversion corresponds to projection from a rotation of the
Riemann sphere. Figure 3.3 and Figure 3.4 illustrate the effect of inversion on a
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collection of example points in C that lie in a square.
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FIGURE 3.3: Before inversion
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FIGURE 3.4: After inversion

Remark: In practice, since fingerprint acquisition is normally a monitored pro-
cess, the amount of non-linear distortion should be less drastic than that shown
in Figure 3.3 and Figure 3.4.

3.3 The Möbius transformation-based model

Based on the above analysis, we now introduce the Möbius transformation and
show that is a good candidate for modelling minutiae variations between two
impressions of the same finger.
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Definition A mapping of the form

f (z) =
az + b
cz + d

(3.5)

is called a Möbius transformation [143], where a, b, c, d ∈ C, and ad − bc ̸= 0.

Note that the assumption ad − bc ̸= 0 is necessary [142] because if ad − bc = 0,
the mapping f (z) in (3.5) becomes a constant mapping, sending every point z to
the same image point a/c.

Despite its seemingly simplicity, the Möbius transformation has abundant appli-
cations in fields such as computer vision and biological image analysis, thanks
to its useful properties and its ability to work with non-Euclidean geometry.
For example, in order to identify possible transformations in different images
of the same object, Marsland and Mclachlan [144] presented Möbius invariants
for both curves and images as well as developed invariant signatures, by which
shapes can be recognised. In the context of building a model for fingerprint
minutiae variations, we will prove that the Möbius transformation (3.5) can rep-
resent minutiae translation, rotation and non-linear distortion.

Theorem The Möbius transformation is composed of translation, rotation and inver-
sion.

Proof: Let f (z) be a Möbius transformation as defined in (3.5).

Case 1: c = 0. This implies f (z) = (a/d)z + b/d. Let f1 = (a/d)z and f2 =

z + b/d. Thus,

f2 ◦ f1 = (a/d)z + b/d = f (z)

In this case, it follows from Proposition 1 and Proposition 2 that f is composed
of translation and rotation.

Case 2: c ̸= 0. According to [143], suppose f1(z) = z + d/c, f2(z) = 1/z, f3(z) =
(bc−ad)

c2 z and f4(z) = z + a/c. Based on Propositions 1, 2 and 3, these functions
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describe translation, rotation and inversion.

f2 ◦ f1 = 1/(z + d/c)

=⇒ f3 ◦ f2 ◦ f1 =
bc − ad
(cz + d)c

=⇒ f4 ◦ f3 ◦ f2 ◦ f1 =
bc − ad

c(cz + d)
+

a(cz + d)
c(cz + d)

=
c(az + b)
c(cz + d)

= f (z)

Therefore, f (z) is composed of translation, rotation and inversion as required.

Our proof above also echoes the statement made by Needham in [142] that
the Möbius transformation can be decomposed into the following fundamen-
tal transformations:

i. z 7−→ z + d
c , which is a translation.

ii. z 7−→ 1
z , which is inversion.

iii. z 7−→ − ad−bc
c2 z, which is a rotation.

iv. z 7−→ z + a
c , which is another translation.

In addition, it is shown [142] that there exists a unique Möbius transformation
mapping any three given points to three other given points. Three points form
a triangle and we know that triangles play a special role in Euclidean geome-
try, which is underpinned by similarity transformations. However, for similar-
ities to exist in the realm of Euclidean geometry, the image points must form a
triangle that is similar to the triangle formed by the original points, so this is
considered as a type of rigid transformation. On the other hand, such similari-
ties can be expressed by complex functions of the form f (z) = az + b, which is
exactly a simplified version of the Möbius transformation (3.5). It is noted that
minutiae translation and rotation can be dealt with by rigid transformations us-
ing Euclidean geometry, whereas non-linear distortion is caused by finger skin
elasticity and such elastic deformation has to be treated by more flexible, non-
Euclidean geometries through non-rigid transformations. The Möbius transfor-
mation fulfills this role. In other words, the Möbius transformation suits both
rigid and non-rigid transformations.
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The Möbius transformation possesses some nice properties [142] that are bene-
ficial for modelling minutiae variations. These properties are:

• The Möbius transformation is conformal because it preserves local angles.

• The Möbius transformation preserves symmetry. Here, symmetry means
that if two points are symmetric with respect to a circle, then their images
under the Möbius transformation are symmetric with respect to the image
circle.

• The Möbius transformation is bijective (i.e., one-to-one and onto). This
property can be shown by finding the inverse function of (3.5):

f−1(z) =
dz − b
−cz + a

It follows that f−1(z) is also a Möbius transformation.

We have proved mathematically that the Möbius transformation is a suitable
candidate for modelling minutiae translation and rotation as well as non-linear
distortion described by inversion. In the next section, we detail the experiments
which were conducted using the public database FVC2002 DB2 [5] to test the
effectiveness of the proposed Möbius transformation-based model.

3.4 Experimental results and discussion

To evaluate how effective the Möbius transformation-based model is when mod-
elling minutiae variations, we conducted experiments on the public database
FVC2002 DB2 [5], a standard database widely used in fingerprint-based biomet-
rics research. We assume that the first impression of each finger is the template T
and the second impression of the same finger is the query Q.

In order to test whether the proposed model can capture minutiae variations
accurately enough, we take the following steps in our experiments:

1. Find the matching minutiae between two impressions of the same finger so
that we obtain the reference positions of matching minutiae for subsequent
comparisons.

2. From the matching minutiae found in Step 1, work out the amount of
minutiae variations between the template fingerprint T and the query fin-
gerprint Q. Specifically, determine the coefficients a, b, c, d of the Möbius

46



transformation (3.5) by using three randomly selected minutiae in T and
their matching minutiae in Q.

3. Based on the values of a, b, c, d, use the minutiae in T to calculate their
position-varied minutiae counterpart in Q, or equivalently, the matching
minutiae in Q modelled by the Möbius transformation.

4. Compare the modelled minutiae’s positions against the minutiae’s actual
(reference) positions in Q to assess the performance of our Möbius transformation-
based model.

FIGURE 3.5: Examples of matching minutiae between the template T and
the query Q of Finger 7. (Note: For the sake of clarity, this figure only

shows a portion of the minutiae in Finger 7.)

For Step 1, to determine the matching minutiae between two impressions of
the same finger, we applied the pair-minutiae vector based matching method
in [109]; refer to Section 3.3 of [109] for the details on matching score calculation.
For convenience, we use Finger 7 and Finger 40 to demonstrate our test results.
The first impression of Finger 7 and Finger 10, respectively, is considered as the
template T and the second impression of the same finger as the query Q.

Although it seems that in order to determine the coefficients a, b, c, d of the Möbius
transformation (3.5), we would need four distinct minutiae (i.e., four different
complex numbers) in the template T and the four matching minutiae in the
query Q, it turns out that multiplying the coefficients by an arbitrary constant k,
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where k ̸= 0, yields the same mapping:

az + b
cz + d

= f (z) =
kaz + kb
kcz + kd

Therefore, the coefficients a, b, c, d of the Möbius transformation are non-unique
– only the ratios of the coefficients matter [142] and three matching minutia pairs
are sufficient to pin down the ratios. This is why in Step 2, we randomly selected
only three minutiae rather than four in the template T and their three matching
minutiae in the query Q to seek the coefficients a, b, c, d.

TABLE 3.1: Matched minutia pairs of Finger 7 and comparison of
the modelled minutiae (last column) with the actual query minu-

tiae (second last column).

Template T Matched Query Q Modelled
Minutia pair Minutia position Minutia pair Minutia position minutia pair
1 159 + 260i 2 164+ 261i 164.2+ 261.0i
2 246 + 408i 3 252+ 411i 252.4+ 411.2i

2 246 + 408i 3 252+ 411i 252.4+ 411.2i
6 210 + 343i 5 215+ 344i 215.3+ 344.1i

9 194 + 266i 11 199+ 267i 198.8+ 266.8i
8 225 + 382i 6 230+ 384i 230.6+ 384.1i

3 100 + 277i 1 104+ 278i 106.1+ 277.2i
11 129 + 320i 9 135+ 320i 134.1+ 320.1i

12 199 + 229i 12 205+ 231i 203.3+ 230.2i
4 182 + 360i 4 186+ 362i 186.6+ 361.3i

9 194 + 266i 11 199+ 267i 198.8+ 266.8i
6 210 + 343i 5 215+ 344i 215.3+ 344.1i

7 168 + 237i 10 174+ 238i 173.1+ 238.4i
8 225 + 382i 6 230+ 384i 230.6+ 384.1i

9 194 + 266i 11 199+ 267i 198.8+ 266.8i
10 236 + 326i 8 241+ 328i 241.7+ 326.7i

6 210 + 343i 5 215+ 344i 215.3+ 344.1i
5 105 + 378i 13 110+ 378i 108.4+ 377.5i

1 159 + 260i 2 164+ 261i 164.2+ 261.1i
11 129 + 320i 9 135+ 320i 134.1+ 320.1i

12 199 + 229i 12 205+ 231i 203.3+ 230.2i
13 184 + 401i 7 188+ 402i 188.1+ 403.2i

First, we report the experimental results of Finger 7. Figure 3.5 shows some ex-
amples of matching minutiae from Finger 7. By employing the matching mech-
anism in [109], we found the matching minutia pairs. Some of the matched
pairs are listed in Table 3.1; for example, pairs 1 − 2, 3 − 11, 6 − 5 and 9 − 6 in
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the template T match with pairs 2 − 3, 1 − 9, 5 − 13 and 11 − 5 in the query Q,
respectively.
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FIGURE 3.6: Comparison of the modelled minutiae with the actual query
minutiae of Finger 7.

The matching minutiae could be readily obtained from those matched minu-
tia pairs. After identifying the matched pairs, we should be able to work out
the minutiae variations between two matching minutiae through the Möbius
transformation. Equation (3.5) was used to numerically calculate the amount
of variations occurred between the matching minutiae in the template T and
the query Q. That is, we should determine the coefficients a, b, c and d in
(3.5), where f (z) is set as the minutia position in Q and z as the minutia po-
sition in T. If we refer to Table 3.1, the minutiae’s positions of the first two
pairs (containing three distinct minutiae 1, 2 and 6) in T and their correspond-
ing matching minutiae (2, 3 and 5) in Q are used to find a, b, c and d, which yield
a = 0.8851 − 0.0019i, b = 14.9744 + 18.1392i, c = 0.000087467 + 0.00013611i,
d = 1. We then substitute these values of a, b, c and d into (3.5) and use the minu-
tiae in T from Table 3.1 to calculate the modelled minutiae f (z). The comparison
between f (z) and the actual query minutiae’s positions in Q should reveal the
performance of the proposed model. This comparison is shown by the last two
columns of Table 3.1, from which we can see that f (z) obtained from the Möbius
transformation-based model is quite close to the actual query minutiae.
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FIGURE 3.7: Examples of matching minutiae between the template T and
the query Q of Finger 40. (Note: For the sake of clarity, this figure only

shows a portion of the minutiae in Finger 40.)

In Figure 3.6, we plot the minutiae’s positions modelled by the Möbius trans-
formation, in comparison with the actual minutiae in the query Q of Finger 7.
It is clear that a majority of minutiae calculated from the Möbius transformation-
based model fall in the proximity of actual query minutiae. These results demon-
strate that the Möbius transformation can model minutiae variations effectively
between two impressions of the same finger.

Next, we report the test results of Finger 40. Figure 3.7 shows some matching
minutiae between the template T and the query Q of this finger. The matching
minutiae were obtained from the matched minutia pairs, which followed the
same method in [109] as used for Finger 7. Table 3.2 lists some of the match-
ing minutia pairs of Finger 40; for example, pairs 15 − 3, 3 − 4, 13 − 14 and
7 − 8 in the template T match with pairs 13 − 4, 4 − 3, 14 − 15 and 8 − 7 in the
query Q, respectively. By randomly selecting the second and third minutia pairs
in T (consisting of minutiae 3, 4 and 5) and their matching minutiae 4, 3 and 6,
the same procedure for Finger 7 was applied to Finger 40 to find the coefficients
a, b, c and d in the Möbius transformation, resulting in a = 0.9450 + 0.1934i,
b = 40.8843 + 1.3577i, c = 0.00010239 + 0.00012495i and d = 1. After substitut-
ing these values of a, b, c and d into (3.5), we calculated the modelled minutiae
f (z) by setting z in (3.5) as the minutiae in the template T from Table 3.2. It can
be observed from the last two columns of Table 3.2 that the modelled minutiae
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through the Möbius transformation are very similar to the actual query minu-
tiae in terms of minutia position. This similarity is also exhibited clearly in Fig-
ure 3.8.

TABLE 3.2: Matched minutia pairs of Finger 40 and comparison of
the modelled minutiae (last column) with the actual query minu-

tiae (second last column).

Template T Matched Query Q Modelled
Minutia pair Minutia position Minutia pair Minutia position minutia pair
1 142 + 271i 2 140+ 284i 138.8+ 284.4i
2 221 + 275i 1 218+ 296i 216.7+ 295.8i

3 131 + 265i 4 128+ 277i 128.4+ 277.3i
4 93 + 320i 3 84+ 328i 84.0+ 328.6i

3 131 + 265i 4 128+ 277i 128.4+ 277.3i
5 229 + 333i 6 219+ 353i 220.1+ 354.0i

6 111 + 240i 5 112+ 251i 111.5+ 250.1i
5 229 + 333i 6 219+ 353i 220.1+ 354.0i

7 117 + 156i 8 126+ 170i 127.9+ 168.5i
8 37 + 310i 7 30+ 313i 28.0+ 311.6i

9 173 + 174i 10 177+ 192i 179.8+ 192.8i
4 93 + 320i 3 84+ 328i 84.0+ 328.6i

10 167 + 196i 9 168+ 213i 171.5+ 213.5i
11 112 + 342i 12 101+ 351i 101.1+ 353.1i

9 173 + 174i 10 177+ 192i 179.8+ 192.8i
11 112 + 342i 12 101+ 351i 101.1+ 353.1i

15 177 + 219i 13 178+ 237i 178.8+ 236.9i
3 131 + 265i 4 128+ 277i 128.4+ 277.3i

7 117 + 156i 8 126+ 170i 127.9+ 168.5i
12 66 + 246i 11 66+ 252i 65.8+ 250.5i

13 176 + 461i 14 156+ 475i 157.6+ 481.1i
14 138 + 481i 15 113+ 490i 116.1+ 499.9i

The main computations incurred by the proposed method are: (i) calculating
the coefficients a, b, c, d of the Möbius transformation (3.5); and (ii) determining
the modelled minutiae based on a, b, c, d and the (known) minutiae in the tem-
plate. One way to quantify the amount of arithmetic involved is to count flops.
A flop [145] is a floating point add, subtract, multiply or divide. The values of
a, b, c, d are obtained by calculating the determinants of four 3× 3 matrices [142],
amounting to 56 flops in total. After a, b, c, d are found, using the template minu-
tiae, we can calculate the modelled minutiae according to (3.5). To acquire a
modelled minutia only requires 5 flops. Obviously, the total amount of arith-
metic work in the proposed method is low. All of these results are obtained
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FIGURE 3.8: Comparison of the modelled minutiae with the actual query
minutiae of Finger 40

using MATLAB, which is run on a PC with Core i7, 3.41 GHz CPU and operat-
ing system of 64-bit Win 10. It takes 0.0057 second to calculate a, b, c, d for all of
100 fingers in the database FVC2002 DB2 [5]. It takes 0.0539 second to determine
the modelled minutiae for 100 fingers of the same database. Thus, the proposed
method is computationally inexpensive.

According to [146], the forensic guidelines state to determine if two fingerprints
are the same, the minimum number of matching minutiae should be 12. From
Table 3.1 and Table 3.2, which only include a portion of the matched minutia
pairs, we can see that the number of matching minutiae is much greater than 12
and that our Möbius transformation-based model accurately captures minutiae
variations between two impressions of the same finger.

To thoroughly evaluate the proposed method, we conducted further testing over
the entire database FVC2002 DB2 [5] with a total of 100 fingers. The foren-
sic guidelines [146] require at least 12 mated pairs to make a ’match’ verdict
on two fingerprints, so we found the 12 best matched minutia pairs between
the template (i.e, the first impression) and the query (i.e., the second impres-
sion of the same finger) for each finger in the database FVC2002 DB2 [5] by
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applying the matching approach in [109]. We then calculated the Euclidean dis-
tance between the actual and modelled minutiae. That is, the Euclidean dis-
tance between the actual minutia (x1, y1) and its modelled minutia (x2, y2) is
d =

√
(x2 − x1)2 + (y2 − y1)2. The average Euclidean distance between these

actual and modelled minutiae is reported in Table 3.3. From the Euclidean dis-
tance in Table 3.3, it is clear that the modelled and actual minutiae are very close
to each other. Therefore, we have experimentally verified the validity of the
proposed model.
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TABLE 3.3: The average Euclidean distance (in pixels) between
the actual and modelled minutiae of each finger in the database

FVC2002 DB2 (100 fingers).

Finger 1 Finger 2 Finger 3 Finger 4 Finger 5 Finger 6 Finger 7
1.235 1.365 1.429 1.297 1.334 2.256 0.559

Finger 8 Finger 9 Finger 10 Finger 11 Finger 12 Finger 13 Finger 14
1.813 1.903 0.674 1.433 1.707 1.425 2.658

Finger 15 Finger 16 Finger 17 Finger 18 Finger 19 Finger 20 Finger 21
0.891 6.464 1.636 1.616 1.535 2.592 1.050

Finger 22 Finger 23 Finger 24 Finger 25 Finger 26 Finger 27 Finger 28
1.209 0.729 1.023 0.772 1.874 1.957 3.661

Finger 29 Finger 30 Finger 31 Finger 32 Finger 33 Finger 34 Finger 35
1.256 0.440 0.925 1.013 0.646 1.134 1.073

Finger 36 Finger 37 Finger 38 Finger 39 Finger 40 Finger 41 Finger 42
3.053 0.976 1.209 1.065 0.800 0.966 1.150

Finger 43 Finger 44 Finger 45 Finger 46 Finger 47 Finger 48 Finger 49
0.891 0.787 1.159 0.895 0.950 0.678 1.185

Finger 50 Finger 51 Finger 52 Finger 53 Finger 54 Finger 55 Finger 56
0.779 0.641 1.142 0.527 2.938 0.940 0.652

Finger 57 Finger 58 Finger 59 Finger 60 Finger 61 Finger 62 Finger 63
2.415 1.414 0.531 1.861 0.699 0.885 1.118

Finger 64 Finger 65 Finger 66 Finger 67 Finger 68 Finger 69 Finger 70
1.341 0.708 0.417 1.285 1.547 1.325 0.414

Finger 71 Finger 72 Finger 73 Finger 74 Finger 75 Finger 76 Finger 77
0.756 0.354 4.409 0.763 0.578 0.803 0.649

Finger 78 Finger 79 Finger 80 Finger 81 Finger 82 Finger 83 Finger 84
0.831 1.724 0.984 0.512 0.404 1.397 1.336

Finger 85 Finger 86 Finger 87 Finger 88 Finger 89 Finger 90 Finger 91
1.927 0.794 0.918 1.474 2.576 0.463 1.121

Finger 92 Finger 93 Finger 94 Finger 95 Finger 96 Finger 97 Finger 98
1.306 0.990 0.811 2.425 0.918 3.021 1.024

Finger 99 Finger 100
0.984 1.194

3.5 Chapter summary

It is well known that minutiae variations occur in relation to different impres-
sions of the same finger. How to capture these variations between fingerprint
scans is a research problem of theoretical and practical importance, yet a unified
model for describing minutiae variations has not been available. In this chap-
ter, we proposed the Möbius transformation-based model as a unified model to
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express minutiae variations – translation, rotation and non-linear distortion. We
proved mathematically that the Möbius transformation-based model is a uni-
fied model for representing different types of minutiae variations. In addition,
we used the the public database FVC2002 DB2 [5] to evaluate the effectiveness
of the proposed model. The experimental results show that the modelled minu-
tiae through the Möbius transformation are very close to the actual minutiae in
terms of minutia position, which verifies the efficacy of the proposed model.
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Chapter 4

Design of Cancelable MCC-Based
Fingerprint Templates Using
Dyno-Key Model

4.1 Introduction

As discussed in Chapter 1, fingerprints are one of the most studied biometric
traits and fingerprint-based biometric authentication has been widely used in a
variety of modern-day applications, such as access control and financial trans-
actions on mobile devices. While fingerprint recognition has numerous advan-
tages over traditional password or token-based authentication, e.g., convenience
and good security, fingerprint templates, which store users’ original fingerprint
information, are vulnerable if unprotected, because adversaries can use stolen
fingerprint templates to commit privacy invasion and identity theft. To ensure
the safety and integrity of users’ raw fingerprint data, it is crucial to protect fin-
gerprint templates.

Cancelable biometrics is an important technique for biometric template protec-
tion (refer to Section 2.4). Designing cancelable fingerprint templates involves
using a non-invertible transformation to convert raw fingerprint data in an in-
tentionally distorted manner such that the original fingerprint information can-
not be retrieved from the transformed template. Moreover, if a cancelable tem-
plate is compromised, a new template can be generated by changing transfor-
mation parameters. Due to security considerations, matching between template
and query fingerprints takes place in the transformed domain, where the same
transformation is applied to the query fingerprint.



Although cancelable fingerprint templates have spurred great interest among
researchers in the last decade, how to design well-functioning cancelable tem-
plates faces challenges, such as the extraction of discriminative and robust local
features and how to achieve strong security while maintaining good recognition
accuracy. Minutia Cylinder Code (MCC) [117] is commonly recognized to be an
effective, high-quality representation of local minutia structures. The MCC fin-
gerprint templates demonstrate fast and excellent matching performance over a
number of databases, e.g., FVC2002 DB1-DB4 [5]. However, despite a satisfac-
tory level of accuracy, if compromised, MCC templates can be reverse-engineered
to reconstruct original minutiae values.

In this chapter, we propose alignment-free cancelable MCC-based templates
built on top of the MCC feature extraction and representation. The core com-
ponent of our design is a dynamic random key model, called the Dyno-key
model. The Dyno-key model uses randomly generated keys to dynamically
take elements out of MCC’s binary feature vectors. In a bid to increase se-
curity and uncertainty, those extracted elements are discarded after the block-
based logic operations. Since the keys are random, user-specific and can be set
differently for different applications, different keys extract different elements
from MCC’s binary vectors and yield different post-XOR results. The produced
length-shortened, post-XOR binary vectors give rise to cancelable templates. We
highlight the features and contributions of the proposed method as follows.

1. The Dyno-key model offers an efficient and effective way to transform
MCC’s binary feature vectors non-invertibly. Not only does the Dyno-key
model significantly enhance the security of the MCC representation, but it
also makes MCC templates revocable.

2. The proposed cancelable MCC-based templates are equipped with unlink-
ability and diversity through the Dyno-key model, performing tasks such
as the dynamic extraction of MCC cell values, block-based logic operations
and the removal of extracted elements.

3. The cancelable MCC-based templates designed have high recognition ac-
curacy. When evaluated over seven public databases, FVC2002 DB1-DB3 [5],
FVC2004 DB1 and DB2 [6], and FVC2006 DB2 and DB3 [7], under two
testing protocols, the 1vs1 protocol and the original FVC protocol [113],
the matching performance of the proposed method levels with that of the
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unprotected, reproduced MCC templates. Compared with the state-of-
the-art cancelable fingerprint templates, the proposed method also shows
competitive performance. For example, the equal error rate (EER) of the
proposed method in the lost-key scenario under the 1vs1 protocol is 0 for
FVC2002 DB1 and DB2, 0.99% for FVC2002 DB3 and 3.01% for FVC2004DB2.

The rest of this chapter is organized as follows. Section 4.2 presents the proposed
scheme, including a detailed description of the Dyno-key model. Section 4.3
discusses the experimental results of the proposed cancelable MCC-based tem-
plates in comparison with the state of the art. Security analysis is also given in
Section 4.3.4. Finally, the summary is provided in Section 4.4.

4.2 Proposed cancelable template design

MCC [117] is a high-performing minutia descriptor for fingerprint recognition.
Building upon MCC’s feature extraction and representation, we develop the
Dyno-key model, the core component in our design of cancelable MCC-based
templates. The resulting protection strategy secures the original MCC features.
The proposed scheme is made up of three parts:

1. MCC-based feature extraction and representation

2. The Dyno-key model

3. Fingerprint matching in the transformed domain

4.2.1 MCC-based feature extraction and representation

In a fingerprint image, each minutia is expressed as a triplet (xm, ym, θm), where
m is the minutia index, (xm, ym) denotes the x, y coordinates of minutia m and
θm ∈ [0, 2π] denotes the orientation of minutia m. In the MCC reprersenta-
tion [117], a 3D local structure, referred to as ‘cylinder’, is constructed for each
minutia. The cylinder encodes both spatial and directional relationships be-
tween a reference minutia and its neighbourhood of radius R. The MCC builds a
cylinder set which includes cylinders corresponding to all minutiae with a suffi-
cient number of neighbours. As each cylinder is a local descriptor, it is invariant
to minutiae translation and rotation, robust against skin distortion and has a
fixed length given by the total number of cells in the cylinder. Figure 4.1 shows
a graphical representation of an MCC cylinder.
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FIGURE 4.1: A graphical representation of an MCC cylinder
(adapted from [117]). Cell validity is given by ĉm and cell values

are contained in cm (lighter areas represent higher values).

A bit-based implementation in [117] renders a binary representation for MCC
templates. Specifically, each valid cylinder contains the following information:
a sequence of 0 and 1, indicating the validity of each cell of the cylinder base and
the binary sequence of the cell values. Thus, all the information about a valid
cylinder of minutia m can be expressed by the binary vector Cm as

Cm = [ĉm cm] (4.1)

where
ĉm = [ĉm(1), ĉm(2), · · · , ĉm(S)] (4.2)

cm = [cm(1), cm(2), · · · , cm(N)] (4.3)

In the above expressions, ĉm(i) denotes cell validity – 0 means ‘Invalid cell’ and
1 ‘Valid cell’, for i = 1, 2, · · · , S with S = (Ns × Ns), and cm(j) stores the cell
value, for j = 1, 2, · · · , N with N = (Ns × Ns × ND). The parameters Ns and ND

are the number of cells on the cylinder base and the number of cylinder sections,
respectively.
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Although MCC templates are considered one of the most robust in dealing with
fingerprint uncertainties, they are insecure. This is because the cylinders can
be reversed to rebuild the minutiae (see the reconstruction of minutiae from
MCC cylinders in [113]). Therefore, to prevent cylinders from being reversed
while taking advantage of MCC’s high-quality feature extraction, we propose
the Dyno-key model to create new, irreversible binary feature vectors.

4.2.2 The Dyno-key model

In this section, we present the Dyno-key model, which is key to generating can-
celable templates by transforming MCC’s binary vector Cm non-invertibly. The
central idea of the Dyno-key model is the use of dynamic random keys for fea-
ture transformation purposes. Based on randomly generated keys, elements of
MCC’s binary feature vectors are dynamically picked to perform block-based
logic operations. These elements are discarded afterwards so as to increase
security of the resultant binary feature vectors. This also adds uncertainty to
the original MCC features. By transforming MCC’s binary features in an irre-
versible manner, the Dyno-key model gives rise to new binary vectors of re-
duced lengths. It has a similar effect to dimensionality reduction but is guided
by dynamic random keys. A block diagram of the Dyno-key model is illustrated
in Figure 4.2.

FIGURE 4.2: Block diagram of the Dyno-key model.

It follows from MCC’s binary vector Cm that the bit-vector ĉm in (4.2) stores cell
validity, while the bit-vector cm in (4.3) stores cell values, containing minutia-
related information. Hence, it is important to protect these bit-vectors, especially
cm. To this end, the Dyno-key model consists of three steps.
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Step 1: Generate a random vector k of length L, written as

k = [k1, k2, · · · , kL] (4.4)

where 1 < L < N, and all entries k j of k, for j = 1, 2 · · · , L, are strictly positive
integers with km ̸= kn for all m ̸= n. The random vector k acts like an index
vector, responsible for picking those cell values out of the bit-vector cm which
have the same indexes as values of k j in k, for j = 1, 2 · · · , L. This process is
detailed in Step 2.

Step 2: Construct binary vectors rm and ym. The binary vector rm is formed
by extracting those elements from cm in (4.3), whose indexes are k j, for j =

1, 2 · · · , L. In other words, the entries of binary vector rm are made up of cm(k j),
for j = 1, 2 · · · , L. So the binary vector rm is of length L, given by

rm = [rm(1), rm(2), · · · , rm(L)] (4.5)

= [cm(k1), cm(k2), · · · , cm(kL)] (4.6)

The binary vector rm will be discarded after the block-based logic operation in
Step 3. The binary vector ym is constructed by

ym = [ĉm xm] (4.7)

where ĉm is given in (4.2), and xm contains the remaining entries of cm after
those elements indexed by k j, for j = 1, 2 · · · , L, are taken out of cm. It follows
from (4.7) that the binary vector ym is of length S + N − L.

Step 3: Divide ym into L blocks and perform block-based logic operation with
rm, after which rm is discarded.

When ym is divided into L blocks, we get ym = [y
(1)
m y

(2)
m · · · y

(L)
m ]. Block y

(j)
m ,

for j = 1, 2, · · · , L, can be expanded as

y
(j)
m = [y(j)

m (1), y(j)
m (2), · · · , y(j)

m (W)] (4.8)

where the length of block y
(j)
m is W = ⌈(S + N − L)/L⌉. Then we perform the

block-based XOR between block y
(j)
m and rm, given by

v(j)
m (i) = y(j)

m (i)⊕ rm(j) (4.9)
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where the symbol ⊕ denotes the XOR operation, i = 1, 2, · · · , W and j = 1, 2, · · · , L.
Upon completion of (4.9), we discard rm for security purposes (refer to the se-
curity analysis in Section 4.3.4). Finally, to compactly express the post-XOR
results in the vector form, we concatenate all v(j)

m (i), for i = 1, 2, · · · , W and
j = 1, 2, · · · , L, to obtain

Vm =
[
v(1)m (1), v(1)m (2), · · · , v(1)m (W), · · · , v(L)

m (1), v(L)
m (2), · · · , v(L)

m (W)
]

(4.10)

The binary vector Vm is of length S + N − L.

Remarks:

1. Compared to MCC’s binary representation Cm in (4.1), the length of Vm

is shortened by L and Vm constitutes a cancelable template. Due to the
uncertainty added by the block-based logic operation in (4.9) and the de-
liberate deletion of rm, whose entries come from MCC’s binary vector cm in
(4.3), the Dyno-key model transforms MCC’s original features irreversibly
into the new binary vector Vm for every minutia m (see more detail in Sec-
tion 4.3.4 – Security analysis).

2. The random vector k in (4.4) serves as user-specific parameter keys. As
these parameter keys are generated at random, different keys result in dif-
ferent Vm, thus fulfilling the requirement of revocability for cancelable bio-
metrics.

3. Apart from serving as parameter keys, the random vector k in (4.4) plays
the role of dynamically extracting elements from MCC’s binary vector cm

to construct rm (see (4.6)). Since rm is discarded afterwards, the Dyno-
key model heightens the security of the resultant vector Vm, making the
original MCC features hard to restore.

In summary, the proposed algorithm for the generation of cancelable templates
is as follows.

Step 1: Generate the random vector k in (4.4).

Step 2: Use (4.6) to form the binary vector rm and construct the binary vector ym

according to (4.7).

Step 3: Divide ym into L blocks, i.e., ym = [y
(1)
m y

(2)
m · · · y

(L)
m ]. Perform block-

based XOR operation between rm and block y
(j)
m , for j = 1, 2, · · · , L (refer
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to (4.9)). After the block-based logic operation, discard rm and use (4.10)
to obtain the resultant vector Vm.

4.2.3 Fingerprint matching in the transformed domain

In cancelable biometrics, fingerprint matching is conducted in the transformed
domain for security reasons. Therefore, a query fingerprint goes through the
same transformation procedures as the template fingerprint. For clarity, we use
superscripts t and q to distinguish between the template and query fingerprints,
so V t

m and V
q

n represent the transformed template and query binary vectors,
respectively derived from cylinder C t

m in the template and cylinder C
q
n in the

query (see (4.1)).

After obtaining the protected binary vectors using the Dyno-key model, similar
to splitting Cm into ĉm in (4.2) and cm in (4.3), we separate V t

m (V q
n ) into two bit-

vectors v̂t
m (v̂q

n) and vt
m (vq

n). The length of v̂t
m and v̂

q
n is S and the length of vt

m

and v
q
n is N − L. In practice, bit-vectors v̂t

m and v̂
q
n act as bit-masks to select valid

bits from vt
m and v

q
n, respectively. We follow a similar procedure to the bit-based

implementation process in [117] to get

v
t|q
m = vt

m ∧ v̂m,n, v
q|t
n = v

q
n ∧ v̂m,n (4.11)

where the symbol ∧ denotes the bitwise AND and v̂m,n = v̂t
m ∧ v̂

q
n.

The similarity score between V t
m and V

q
n is calculated by

S(V t
m,V q

n ) = 1 − ∥vt|q
m ⊕ v

q|t
n ∥2

2

∥vt|q
m ∥2

2 + ∥vq|t
n ∥2

2

(4.12)

where the symbol ⊕ denotes the bitwise XOR and ∥ · ∥2 represents the 2-norm of
a vector. The similarity score S(V t

m,V q
n ) in the range of [0, 1] indicates the local

similarity between a valid cylinder in the template and a valid cylinder in the
query. When the local similarities between all valid cylinders in the template
and query fingerprints are calculated using (4.12), a global score representing
the overall similarity between the template and query fingerprints is determined
according to the Local Greedy Similarity algorithm in the MCC SDK [117].
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4.3 Experiment results and analysis

Experiments were carried out on seven public databases (FVC2002 DB1 – DB3 [5],
FVC2004 DB1 and DB2 [6], and FVC2006 DB2 and DB3 [7]) to evaluate the pro-
posed cancelable template design. The details of these databases are given in
Table 1.1. All of the tests are designed to evaluate whether the proposed method
fulfills the requirements of cancelable biometrics. We also analyze to what ex-
tent the proposed cancelable templates strengthen security, thus protecting the
original MCC features. In light of these, this section focuses on:

• Performance evaluation

• Revocability and diversity

• Unlinkability

• Security analysis

The performance measures used in our experiments are false match rate (FMR),
false non-match rate (FNMR) and error equal eate (EER). Two testing protocols,
the 1vs1 protocol and the original FVC protocol [113], were employed to report
the experiment results of the proposed scheme.

4.3.1 Performance evaluation

The matching performance of the proposed method was evaluated under the
lost-key scenario. This scenario represents the worst case in practice where the
adversary knows a user’s key. In the experiments, for both genuine and im-
poster testing, all the transformed templates were built using the same random
vector k of length L (see (4.4)). That is, all the users of a database were assigned
the same k.

The proposed method is controlled by the randomly generated parameter key k,
which is responsible for dynamically extracting elements from the bit-vector cm

to create rm in (4.6). The length L of k has an impact on the matching perfor-
mance. A smaller value of L renders a larger block size W of y(j)

m ; see (4.8). In
this case, if one bit of rm is in error, it would affect more bits as a result of the
XOR operation in (4.9), compared to a larger value of L leading to a smaller block
size W of y(j)

m . This is shown in Tables 4.1 and 4.2, which illustrate the effect of
different key lengths on the matching performance. It can be observed from Ta-
ble 4.2 that the EER keeps decreasing as the key length L increases; however,
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this trend reverses when the value of L gets large enough, e.g., L = 640. This
is because if the key is too long, i.e., L too large, it would cause more informa-
tion loss as more elements are taken out of cm to go into rm, but rm is discarded
afterwards, leading to performance degradation.

TABLE 4.1: EER(%) with different key lengths in the lost-key sce-
nario under the 1vs1 protocol

Key length
L

FVC2002 FVC2004 FVC2006
DB1 DB2 DB3 DB1 DB2 DB2 DB3

Unprotected MCC 0.01 0 1.21 5.99 4.99 0.81 8.57
L = 128 0 0 0.99 5.99 4.00 2.87 10.01
L = 300 0 0 0.99 6.00 4.00 1.42 9.21
L = 500 0 0 0.99 6.00 3.01 1.42 7.86
L = 640 0 0 0.99 5.23 3.01 1.72 8.57

TABLE 4.2: EER(%) with different key lengths in the lost-key sce-
nario under the original FVC protocol

Key length
L

FVC2002 FVC2004 FVC2006
DB1 DB2 DB3 DB1 DB2 DB2 DB3

Unprotected MCC 1.54 1.33 4.03 7.92 7.65 0.93 6.92
L = 128 2.04 1.72 5.36 10.10 8.90 2.14 9.55
L = 300 1.67 1.42 4.11 9.04 7.92 1.22 7.83
L = 500 1.38 1.35 4.21 8.89 7.63 1.14 7.06
L = 640 1.53 1.39 4.31 8.87 7.78 1.21 7.60

Tables 4.1 and 4.2 also show the comparison in terms of EER between the un-
protected, reproduced MCC templates and the proposed method with different
key lengths. It is evident that the proposed scheme preserves the recognition
accuracy of MCC templates.

With L = 500, we plotted the detection error trade-off (DET) curves in the lost-
key scenario for all databases according to the 1vs1 and original FVC protocols
in Figure 4.3 and Figure 4.4, respectively. We can see from Figure 4.3 and Fig-
ure 4.4 that the matching performance of the proposed scheme drops from high
on FVC2002 DB1 and DB2 to low on FVC2004 DB1, DB2 or FVC2006 DB3 un-
der both protocols. This comes as no surprise since the image quality in these
databases is very poor. It is worth noting that under the 1vs1 protocol, the pro-
posed method achieves outstanding matching performance in the lost-key sce-
nario, as evidenced by EER = 0 for FVC2002 DB1 and DB2 and EER = 0.99 for
FVC2002 DB3.
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FIGURE 4.3: DET curves for FVC2002 DB1-DB3, FVC2004 DB1 and
DB2, and FVC2006 DB2 and DB3 in the lost-key scenario under the

1vs1 protocol.

Table 4.3 and Table 4.4 compare the EER between the proposed method (with
L = 500) and state-of-the-art cancelable fingerprint templates in the lost-key
scenario under the 1vs1 and original FVC protocols, respectively. It is clear from
Tables 4.3 and 4.4 that the proposed cancelable templates exhibit superior per-
formance under the 1vs1 protocol and achieve a competitive performance under
the original FVC protocol.

4.3.2 Revocability and diversity

Revocability and diversity are fundamental properties of cancelable biometrics.
In case a stored template is compromised, it should be replaced by a new tem-
plate, which must be different to the old one. That is, there should be no cor-
relation between them although they come from the same biometric data. To
assess the revocability and diversity of the proposed method, we produced 100
transformed templates from the first impression of each finger in FVC2002 DB2
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FIGURE 4.4: DET curves for FVC2002 DB1-DB3, FVC2004 DB1 and
DB2, and FVC2006 DB2 and DB3 in the lost-key scenario under the

original FVC protocol.

by randomly generating different user keys k. Then these pseudo-imposter tem-
plates were matched against the original ones. Figure 4.5 shows the genuine, im-
poster and pseudo-imposter distributions, where it can be seen that the pseudo-
imposter and imposter distributions are overlapping. Their mean and stan-
dard derivation are very close to each other, given by the mean 0.2606 (pseudo-
imposter) and 0.2513 (imposter), and standard derivation 0.0275 (pseudo-imposter)
and 0.0207 (imposter). The results demonstrate that despite the pseudo-imposter
templates being generated from the same fingerprint, they are different and un-
correlated as if they were from different fingers.

4.3.3 Unlinkability

Unlinkability is considered one of the most important properties of protected
templates. It guarantees user privacy and prevents cross-matching when a user
is registered in different applications with the same biometric trait. In order to
evaluate the level of unlinkability offered by the designed cancelable templates,
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TABLE 4.3: EER(%) comparison in the lost-key scenario under the
1vs1 protocol.

Cancelable fingerprint
template design

FVC2002 FVC2004 FVC2006
DB1 DB2 DB3 DB1 DB2 DB2 DB3

Ahmad et al. [81] 9 6 27 – – – –
Jin et al. [104] 5.19 5.65 – – 11.64 – –

Wong et al. [106] 1.97 2.54 – – 9.2 – –
Ferrara et al. [114] 2 1.1 4.4 3 – – –

Wang and Hu [108] 3.5 4 7.5 – – – –
Wang and Hu [109] 2 2.3 6.12 – – – –
Wang and Hu [110] 3 2 7 – – – –

Wang et al. [112] 1 2 5.2 – – – –
Wang et al.[120] 0.19 1 4.57 – 9.01 – –
Yang et al. [147] 0.32 0.64 4.57 – 9.9 – –
Kho et al. [107] 0 0 2 – 4 – –

Trivedi et al. [121] 1.2 2.1 – – – – –
Shahzad et al. [122] 0 0 1.63 7.35 4.69 – –

Yang et al. [82] 1 2 4 – 11.00 – –
Proposed method 0 0 0.99 6.00 3.01 1.42 7.86

TABLE 4.4: EER(%) comparison in the lost-key scenario under the
original FVC protocol.

Cancelable fingerprint
template design

FVC2002 FVC2004 FVC2006
DB1 DB2 DB3 DB1 DB2 DB2 DB3

Ferrara et al. [114] 3.3 1.8 7.8 6.3 – 0.3 –
Wang and Hu [110] 4 3 8.5 – – – –

Yang et al. [147] 5.75 4.71 10.22 – 12 – –
Kho et al. [107] 2.28 1.25 6.4 – 7 – –

Shahzad et al. [122] 1.57 1.50 7.93 10.49 8.62 – –
Proposed method 1.38 1.35 4.21 8.89 7.63 1.14 7.06

we follow the methodology provided in [148], [149]. Two types of score distri-
butions, named mated and non-mated sample score distributions [148], need to
be measured for the assessment of unlinkability. Mated sample scores refer to
the scores computed by matching templates generated from the same impres-
sion of a finger using different keys. Non-mated sample scores are yielded by
comparing templates generated from different fingers using different keys.

Gomez-Barrero et al. [148] proposed two measures of unlinkability: score-wise
linkability D↔(s) and system overall linkability Dsys

↔ . The score-wise linkabil-
ity D↔(s) ∈ [0, 1] measures the level of linkability of protected templates for
each specific matching score s of mated and non-mated sample score distribu-
tions. Thus, for a specific score s, D↔(s) = 0 means that both templates are
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FIGURE 4.5: Genuine, pseudo-imposter and imposter distributions
over FVC2002 DB2.

fully unlinkable, while D↔(s) = 1 shows that both templates are fully link-
able. Any intermediate values between 0 and 1 indicate the degree of linkability
corresponding to specific matching scores. In contrast, the system overall link-
ability Dsys

↔ ∈ [0, 1] provides an estimation of linkability for the entire system,
independently of the scores. When Dsys

↔ = 0 (or Dsys
↔ = 1), the template protec-

tion system is fully unlinkable (or fully linkable).

To test unlinkability of the proposed cancelable templates, we produced 100
transformed templates of the first impression of each finger in FVC2002 DB2
with randomly generated user keys k, with each key of length L = 500. The
mated sample scores were obtained by matching each transformed template
with 100 newly produced templates using different user keys, resulting in 10000
mated scores. On the other hand, 4950 non-mated sample scores were gener-
ated by comparing the transformed template of each finger with that of all other
different fingers in FVC2002 DB2.

According to the unlinkability framework proposed by Gomez-Barrero et al. [148],
the parameter ω controls the ratio between the prior probabilities of the mated
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FIGURE 4.6: Unlinkability analysis of the proposed cancelable tem-
plates using mated and non-mated score distributions and differ-

ent values of ω.

and non-mated sample distributions. If the prior probabilities are known, they
should be used to calculate ω. Otherwise, it is assumed that mated and non-
mated samples are equally probable, i.e., ω = 1, which is the worst-case scenario
in the unlinkability analysis. In the unlinkablity test of the proposed system, we
set ω to four different values: ω = {0.001, 0.01, 0.1, 1}. We plotted the mated and
non-mated sample score distributions in Figure 4.6, where it is shown that both
distributions have a substantial overlap. From Figure 4.6, we can also observe
that a larger value of ω leads to a higher D↔(s) for each linkage score s, which
in turn increases Dsys

↔ . This is because when ω has a bigger value, it means
that samples are more likely to come from mated instances than non-mated in-
stances, increasing the probability of linking the two subjects. When ω = 1, Dsys

↔

reaches its maximum value. It is clear from Figure 4.6 that Dsys
↔ = 0.12 for ω = 1,

so the designed template protection system is almost fully unlinkable.
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4.3.4 Security analysis

In this section, we conduct the security analysis of the proposed method. We
first analyse how the non-invertibility requirement of cancelable biometrics is
met. Then we evaluate whether the proposed cancelable templates can defend
against revoked template attacks and masquerade attacks.

4.3.4.1 Non-invertibility analysis

Non-invertibility is a core requirement for cancelable biometrics as this prop-
erty ensures the security of raw biometric data. The proposed method achieves
non-invertibility through the Dyno-key model. The model dynamically extracts
elements from cm in (4.3) based on the randomly generated key k in (4.4) and
then deletes the extracted elements, after performing the block-based XOR oper-
ation with ym in (4.7). By this means, the Dyno-key model makes it hard for the
adversary to restore the original MCC features Cm in (4.1) from the transformed
vector Vm in (4.10). This is because to retrieve Cm in (4.1), or equivalently ym

in (4.7), the adversary needs to figure out the deleted or discarded elements,
namely rm in (4.6). Only when these elements are recovered can ym be known.
For example, if the discarded element in rm is a 0 and the post-XOR bit in Vm is 1,
then the corresponding bit in ym should be 1. But if the discarded element in rm

is a 1 and the post-XOR bit in Vm is also 1, then the corresponding bit in ym must
be 0. We can see that the Dyno-key model increases uncertainty in two ways.
Firstly, the block-based XOR operation creates more possibilities for the input
to produce the same output. Secondly, entries in the vector rm are dynamically
selected by the random key k and are discarded afterwards, thus increasing the
difficulty to recover them. Without finding out rm, the adversary cannot restore
Cm.

From the above analysis, we can see that it boils down to how difficult it is
to work out rm. The MCC’s cell values cm in (4.3) contain more 0s than 1s.
Moreover, the distribution of 0s and 1s in cm is not uniform. For example, if
the random key k is of length L = 500, assuming that there are 5% of 1s in rm,

i.e., 25 bits, to find these 1s, the adversary has to make

(
500
25

)
= 1.0439 ×

1042 ≈ 2140 attempts. As there are 30-60 minutiae in each fingerprint image
and each minutia is represented with one Cm, this results in a total of 24200(=

2140×30) attempts to reconstruct all Cm. Clearly, it is computationally infeasible.
Therefore, the Dyno-key model transforms Cm in an irreversible manner.
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4.3.4.2 Revoked template attacks

Since the proposed method allows the protected MCC templates to be revoked
and re-issued, we assess if the renewed templates can resist attacks from adver-
saries using the revoked templates. We consider two attack scenarios [114]:

• Type-I attack: A revoked template is used to attack a system containing a
renewed template created from the same impression.

• Type-II attack: A revoked template is used to attack a system containing a
renewed template created from another impression of the same finger.

Each attack scenario was assessed at two different security levels [2pmcc]:

1. Medium security – the matching threshold is set to 0.1% FMR.

2. High security – the matching threshold is set to 0% FMR.

Both attack scenarios were tested over FVC2002 DB2. For the Type-I attack, there
was a total of 800(= 8 × 100) revoked template attacks. For the Type-II attack,
there were 2800(= ((8 × 7)/2)× 100) attacks. Table 4.5 reports the percentage
of successful attacks at both security levels. We can see from Table 4.5 that the
proposed method can resist revoked template attacks.

TABLE 4.5: Percentage of successful revoked template attacks at
medium and high security levels

Security level Type-I attack Type-II attack
Medium security 0% 0.1%

High security 0% 0%

4.3.4.3 Masquerade attacks

In masquerade attacks, the adversary forges a synthetic input which can be very
similar to the actual template. We simulated masquerade attacks using a fake
binary input that resembles the MCC binary vector Cm in (4.1). Specifically, with
Cm of length N = 1536 in our experiments, we fabricated the synthetic input by
randomly flipping a small number of bits, e.g., 20 bits, in Cm. That is, a 0 bit
becomes 1 and vice versa. By doing so, the fake input shares a lot of similarity
with Cm.

We assess the robustness of the proposed method against masquerade attacks
under Type-I and Type-II attack scenarios at medium and high security levels
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using FVC2002 DB2. The test results are reported in Table 4.6, where it is ob-
served that the proposed method is robust enough against masquerade attacks,
even when the synthetic input is very similar to Cm; for example, it is only dif-
ferent in 20 (out of 1536) bits to Cm, or 98.7% of bits are identical.

TABLE 4.6: Percentage of successful masquerade attacks at
medium and high security levels

Bits different Medium security High security
to Cm Type-I attack Type-II attack Type-I attack Type-II attack

20 0.1% 0.07% 0% 0%
30 0.1% 0.07% 0% 0%
45 0% 0.04% 0% 0%

4.4 Chapter summary

In this chapter, we have described the design of alignment-free cancelable MCC-
based templates, which hinge upon the Dyno-key model. Not only does the
Dyno-key model transform original MCC feature vectors non-invertibly, it also
offers revocability and unlinkability, while maintaining the satisfactory perfor-
mance of MCC templates. The proposed method shows high recognition ac-
curacy and outperforms the majority of the existing alignment-free cancelable
fingerprint templates.
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Chapter 5

A Two-Stage Feature
Transformation-Based Fingerprint
Authentication System for Privacy
Protection in IoT

5.1 Introduction

The Internet of Things (IoT) is defined as a network of physical objects, such as
cars, mobile phones and home appliances embedded with electronics, sensors
and actuators. All objects in the IoT utilize the Internet to connect, communicate
and exchange data with each other [124]. Using applications like smart health-
care monitoring device, medical practitioners can rely on IoT devices to evalu-
ate their patients’ health conditions [150]. Since IoT devices transfer information
via an open channel (i.e., the Internet), security and privacy are challenging is-
sues [151]. For example, unauthorised access to IoT devices may threaten the
user’s identity and data confidentiality. User authentication is key to providing
reliable services between IoT users and devices, as well as preventing unautho-
rized access. A secure authentication system can ensure that the received data
come from legitimate users and IoT devices [134].

Biometric-based authentication overcomes the disadvantages of traditional password-
based authentication because biometric traits cannot be lost and do not require
memorization. Biometric authentication is gaining popularity (e.g., using face
ID or touch ID on iPhones). There are many biometric traits that can be utilized
in biometric authentication, such as fingerprints, iris, face and palm prints. In



comparison with other biometrics, fingerprint-based authentication is highly re-
liable with well-developed feature extraction algorithms and remarkable recog-
nition accuracy. For instance, a real-valued, fixed-length feature vector [152]
extracted from the state-of-the-art Minutia Cylinder-Code (MCC) [117] shows a
strong matching performance.

However, there is largely no protection for fingerprint data, stored as templates
on IoT devices [134]. Furthermore, many IoT devices have resource constraints
(e.g., limited computing capacity and battery life). To address these issues, in
this chapter we propose a secure fingerprint authentication system that applies
a two-stage feature transformation scheme. Specifically, a weight-based fusion
mechanism is designed in the first stage, while the second stage is featured by
a linear convolution-based transformation with element removal from the con-
volution output to increase security. The proposed method employs the real-
valued, fixed-length MCC feature vectors presented in [152] as the input. The
contributions of this chapter are highlighted as follows:

1. The proposed two-stage feature transformation scheme is innovative in
that it enables our system to achieve superior recognition accuracy. As
a prelude to the weight-based fusion in the first stage, a finite impulse
response (FIR) high-pass filter is designed. FIR high-pass filters are known
for their stability and denoising effect which helps preserve recognition
accuracy.

2. The proposed system is best suited to user authentication on IoT devices
due to its energy efficiency on savings in memory space and low compu-
tational costs. With recognition accuracy maintained, the cancelable fin-
gerprint template can be designed to be smaller in size than the original
real-valued, fixed-length feature vector, thus saving memory usage and
matching time.

The rest of this chapter is organised as follows. Section 5.2 reviews the fixed-
length MCC minutia descriptor. Section 5.3 details the proposed secure finger-
print authentication system. The experiment results are reported and discussed
in Section 5.4. The summary is given in Section 5.5.
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5.2 Review of the fixed-length MCC minutia descrip-

tor

Jin et al. [152] proposed a generic point-to-string conversion framework for
minutia representation based on kernel learning. This framework works on a
fixed number of selected training samples and a projection matrix produced by
kernels. As a result, a discriminative real-valued, fixed-length feature vector is
obtained from the variable-sized MCC binary features.

We briefly review how to generate the real-valued, fixed-length feature vec-
tor [152]. The state-of-the-art MCC minutia descriptor is a 3D local structure [117],
known as a ‘cylinder’. First, a kernel matrix is computed using a kernel function
with a number of selected MCC training samples. Then, a projection matrix P
is generated from the kernel matrix. Based on the matching scores between the
training samples of the query and the enrolled template, vector v̄ is obtained.
Finally, the real-valued, fixed-length feature vector x can be computed by pro-
jecting v̄ using the projecting matrix P:

x = v̄P (5.1)

According to the results in [152], the matching performance of the kernel method
is better than that of the MCC. However, the new fixed-length feature vector is
phase-sensitive and insecure since there is no protection over it. To address this,
we design a cancelable template and the proposed fingerprint authentication
system is intended for privacy protection in IoT.

5.3 Proposed system

The proposed system builds upon the real-valued, fixed-length feature vector
x in (5.1), which is deemed as the original feature vector to be protected. We
develop a two-stage feature transformation scheme to generate a cancelable fin-
gerprint template. In the first stage, a weight-based feature fusion mechanism
produces a temporary feature vector by fusing an FIR high-pass filter with par-
tial elements selected from the original feature vector through a random user
key. In the second stage, the temporary feature vector is linearly convolved with
the original feature vector and the resultant cancelable template is formed by
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keeping part of the convolution output through another random user key. The
proposed scheme comprises the following steps:

1. FIR high-pass filter design

2. Cancelable template generation

3. Fingerprint matching in the transformed domain

5.3.1 FIR high-pass filter design

FIR filters are basic but widely used filters. They are primarily used in digital
communication (e.g., digital radio). An FIR filter acts as a signal conditioner
where it accepts an input signal, blocks pre-specified frequency components,
and passes to the output the original signal without the pre-specified frequency
components [153]. A high-pass filter is a filter that allows only high frequency
signals (below a specified cut-off frequency) through to its output and is used
to eliminate low frequencies. The main characteristic of an FIR high-pass fil-
ter [154] is its stability and freedom from limit cycles that occur due to finite
wordlength representations of multiple constants and signal values. An FIR
high-pass filter can be designed easily to be of linear phase. This means that the
filter will transmit all frequencies with the same level of delay without any phase
distortion and the input signal will be delayed by a constant when it is trans-
mitted to the output [154]. These properties are particularly useful for dealing
with a phase-sensitive feature vector, such as the real-valued, fixed-length fea-
ture vector x in (5.1).

The first step in designing an FIR high-pass filter is to calculate the Fourier series
coefficients cHP and the finite series HM of the filter, as shown in (5.2) and (5.3),
respectively (see derivations in [154]).

cHP(n) =


1 − wc

π
, n = 0

−sin(wcn)
πn

, |n|> 0
(5.2)

HM(ejw) =
n=M

∑
n=−M

cHP(n)e−jnw (5.3)

where the finite series of (5.3) contains (2M + 1) coefficients from −M to M, as
an approximation to the infinite series ∑n=∞

n=−∞ cHP(n)e−jnw.
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Next, the filter contains oscillations, called ripples. A Hamming window wH(n)
is used to reduce the effects of ripples.

Then, cHP(n) and wH(n) are multiplied to obtain hw(n).

Last, by delaying hw(n) by M samples to get h(n) [i.e., hw(n − M) = h(n)],
a causal filter of finite length N = 2M + 1 with coefficients h(n) is obtained,
where n = 1, 2, ..., N.

5.3.2 Cancelable template generation

In this section, we describe how the cancelable template is built.
Let z = [z(1), z(2), ..., z(d)] be the original real-valued, fixed-length feature vec-
tor, obtained in the same way as feature vector x in (5.1), so vector z contains the
original MCC features that should be protected. We generate a random vector r
of length n:

r = [r1, r2, ..., rn] (5.4)

where 1 < n ≤ d, and the entries rj of r, for j = 1, 2, . . . , n, are strictly positive
integers with ri ̸= rk for all i ̸= k. The random vector r works as an index vector
to construct a new vector from vector z. In other words, vector r is responsible
for copying the elements in z that have the same indices as the value of rj in r,
for j = 1, 2, . . . , n. Thus, this yields a new vector y of length n, given by

y = [y(1), y(2), ..., y(n)]

= [z(r1), z(r2), ..., z(rn)]
(5.5)

We now present the weight-based feature fusion mechanism. The mechanism
utilizes a weight-based fusion between elements of vector y in (5.5) and the FIR
high-pass filter coefficients h(i), i = 1, 2, ..., n (see details of the FIR high-pass
filter design in Section 5.3.1). The weight-based fusion, given by (5.6), produces
vector b = [b(1), b(2), ..., b(n)], in which

b(i) = αy(i) + (1 − α)h(i) (5.6)

where α is a weighting factor and 0 ≤ α ≤ 1. Different b(i) can be produced
by adjusting α. To increase security, vector y is discarded after fusion. We then
linearly convolve the fusion output (i.e., vector b) with the real-valued, fixed-
length feature vector z. The linear convolution, expressed by (5.7), gives rise to
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vector w = [w(1), w(2), ..., w(s)].

w = z ⊛ b (5.7)

where ⊛ denotes the linear convolution operator. The length of vector w is s =

d + n − 1.

Upon completion of the linear convolution and to further enhance security, a
new user key v = [v1, v2, · · · , vt] is randomly generated with length t, where
n − 1 ⩽ t < s. The entries vj of v, for j = 1, 2, . . . , t, are strictly positive integers
with vm ̸= vn for all m ̸= n. Vector v is utilized to discard t elements from
vector w that have the same indices as vj, j = 1, 2, ..., t. The resultant vector T is
obtained as

T = [T1, T2, ..., Tk] (5.8)

where k is the length of T and k = s − t. Deleting t elements from vector w
heightens the security of the proposed authentication system, because the val-
ues of those discarded elements cannot be recovered. Moreover, the length k of
the resultant vector T is shorter than the length d of the original (input) feature
vector z.

Remarks:

1. The stable characteristic and denoising effect of FIR high-pass filters plays
a critical role in assisting the proposed system in achieving good recogni-
tion accuracy. Also, it is worth noting the flexibility of designing different
high-pass filters by adjusting cut-off frequencies. A different filter pro-
duces a different resultant vector T (see the experiment results and analy-
sis in Section 5.4.1).

2. Random vectors r and v act as parameter keys. Different r and v lead to
different T, making T a cancelable template.

3. The resultant cancelable template T can protect the original MCC features
contained in vector z. The protection is twofold. First, the original MCC
features cannot be retrieved even if the stored (transformed) template T
and the user-specific parameter keys r and v are acquired by an adversary.
Second, if the stored template T is compromised, it can be replaced with
a new one by simply changing the user keys. The new template is unre-
lated to the compromised template and can be made different from one
application to another (see the unlinkability analysis in Section 5.4.4).
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5.3.3 Fingerprint matching in the transformed domain

Biometric authentication consists of two stages, enrolment and verification. In
the enrolment stage, by following the process presented in Section 5.3.2, a trans-
formed feature vector is produced from the original real-valued, fixed-length
feature vector. The transformed vector is stored on an IoT device as a template.
In the verification stage, a transformed query feature vector is obtained by go-
ing through the same transformation procedure as in the enrolment stage. For
clarity, we use superscript e to denote the template and superscript q to denote
the query. The similarity score S between the template and the query is cal-
culated in the transformed domain using the following equation adapted from
Equation (32) in [152]:

S =
∑k

j=1(T
e
j ∗ Tq

j )

∑k
j=1(T

e
j )

2 + ∑k
j=1(T

q
j )

2
(5.9)

where ∗ denotes element-wise multiplication.

5.4 Experiment results and analysis

The proposed authentication system is evaluated over six public fingerprint
databases, namely FVC2002 DB1-DB3 [5] and FVC2004 DB1-DB3 [6]. Each of
these databases contains 100 users with 8 impressions per user, so there are
800 (= 100 × 8) fingerprint images in total in each database. These databases
contain fingerprint images with differing qualities. We designed our tests to
assess whether the proposed system fulfils the requirements of cancelable bio-
metrics (i.e., performance preservation, revocability and diversity, unlinkability
and non-invertibility).

In the experiments, we adopted the real-valued, fixed-length feature vector (of
length 299) proposed in [152] as the input to the proposed system. The perfor-
mance measures used in our tests are the false acceptance rate (FAR), the false
rejection rate (FRR) and equal error rate (ERR). Based on the method in [152],
the 1st to 3rd samples of each finger served as the training samples to produce
the fingerprint feature vectors; the remaining samples (i.e., 4th to 8th) of each fin-
ger were used in our experiments. The FVC protocol [113] was employed in our
performance testing, resulting in 1000 genuine testing scores and 4950 imposter
testing scores for each database.
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5.4.1 Performance evaluation

The matching performance of the proposed system was evaluated under the
lost-key scenario. This scenario is considered the worst case since the adversary
knows the user’s key. In these experiments, all users of a database were as-
signed the same FIR high-pass filter and the same user keys r and v. Figure 5.1
shows the matching performance of the proposed method for the FVC2002 DB1-
DB3 and FVC2004 DB1-DB3 databases, where the parameters are set as n = 29,
wc = π

100 , α = 0.2 and t = 50. It can be seen from the receiver operating char-
acteristic (ROC) curves in Figure 5.1 that the matching performance of the pro-
posed system over the FVC2002 DB1-DB3 databases was higher than that over
the FVC2004 DB1-DB3 databases due to the former’s better image quality.
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FIGURE 5.1: ROC curves for FVC2002 DB1-DB3, FVC2004 DB1-
DB3 in the lost-key scenario under the FVC protocol.
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5.4.1.1 Effects of different parameter settings

The proposed method is controlled by the following parameters: the FIR high-
pass filter, the randomly generated keys r and v, and the weighting factor α. We
analyse each parameter’s effect on the matching performance. First, we compare
the performance by setting the length n of r to 29, 49, 69, 89, and 299 with wc =

π
100 , α = 0.2 and t = 50. Table 5.1 shows that when the length n of r increases,
the EER decreases throughout the majority of the databases, which indicates a
performance improvement. Figure 5.2 illustrates the ROC curve for different
lengths of user key r under the lost-key scenario.

TABLE 5.1: EER (%) of the proposed system when the length n of r
varies (in this test, the FIR high-pass filter, α and t are fixed).

Key length
n

FVC2002 FVC2004

DB1 DB2 DB3 DB1 DB2 DB3
Unprotected

real-valued MCC
0.00 0.25 0.75 2.99 2.75 1.50

n=29 0.03 0.49 0.74 2.73 2.73 1.24
n=49 0.04 0.49 0.96 2.75 3.03 1.29
n=69 0.05 0.49 0.75 2.75 3.00 1.29
n=89 0.03 0.49 0.75 2.74 2.98 1.25

n=299 0.02 0.49 0.70 2.50 2.73 1.24

Next, the design of the FIR high-pass filter is controlled by two parameters: the
filter length and the cut-off frequency wc. The filter length must coincide with
the length n of r so that the weight-based fusion mechanism can work. There-
fore, we examined how wc affects the matching performance. The parameters n,
α and t were fixed to 29, 0.2 and 50, respectively. Table 5.2 shows that smaller
values of wc yield better performance than larger values. This is because when
wc is large, more values of the feature vector are filtered out.

Then we compared the matching performance by setting the length t of vector v
to 28, 50, and 100 with n = 29 , α = 0.2 and wc = π

100 . Table 5.3 shows that
smaller lengths of v yield better performance than larger lengths. The reason
for this is that when the length t of v is large, more elements of the convolution
output are deleted, causing more information loss.

Finally, we examined the matching performance using different values of the
weighting factor α. The parameters wc, n and t were fixed to π

100 , 29 and 50, re-
spectively. Table 5.4 shows that smaller values of α produce better performance
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FIGURE 5.2: ROC curves for different lengths of user key r eval-
uated over FVC2002 DB1 in the lost-key scenario under the FVC

protocol.

TABLE 5.2: EER (%) of the proposed system when the value of wc
varies (in this test, n, α and t are fixed).

Cut-off frequency
wc

FVC2002 FVC2004

DB1 DB2 DB3 DB1 DB2 DB3

Unprotected
real-valued MCC

0.00 0.25 0.75 2.99 2.75 1.50

wc =
π

100 0.03 0.49 0.74 2.73 2.73 1.24

wc =
π
10 0.20 0.50 0.93 3.49 3.49 1.49

wc =
3π
10 0.26 0.73 1.57 3.24 4.01 2.23

wc =
5π
10 0.52 0.99 2.49 4.21 5.72 2.98

than larger values of α. In other words, when more weight is given to vector
y than to filter coefficients, recognition accuracy improves. This makes sense
because vector y contains part of the original feature vector z.
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TABLE 5.3: EER (%) of the proposed system when the length t of v
varies (in this test, the FIR high-pass filter, α and n are fixed).

Key length
t

FVC2002 FVC2004

DB1 DB2 DB3 DB1 DB2 DB3
Unprotected

real-valued MCC
0.00 0.25 0.75 2.99 2.75 1.50

t = 28 0.00 0.50 0.75 2.75 2.75 1.04
t = 50 0.03 0.49 0.74 2.73 2.73 1.24

t = 100 0.26 0.75 1.19 2.97 3.50 1.95

TABLE 5.4: EER (%) of the proposed system with different α values
(in this test, the FIR high-pass filter and r and v are fixed).

Weight-based fusion
mechanism

FVC2002 FVC2004
DB1 DB2 DB3 DB1 DB2 DB3

Unprotected
real-valued MCC

0.00 0.25 0.75 2.99 2.75 1.50

α = 0.1 0.03 0.49 0.74 2.70 2.74 1.31
α = 0.2 0.03 0.49 0.74 2.73 2.73 1.24
α = 0.3 0.06 0.49 0.76 2.74 2.99 1.37
α = 0.5 0.06 0.49 0.75 2.73 3.01 1.36

5.4.1.2 Comparison with existing cancelable fingerprint templates

Table 5.5 depicts the EER comparison between the proposed system and state-
of-the-art cancelable fingerprint templates under the lost-key scenario. It is clear
from Table 5.5 that the proposed method outperforms the majority of the ex-
isting cancelable templates under the FVC protocol, except for being slightly
inferior to [89] over the FVC2002 DB2 database and to [94] over the FVC2004
DB1 database.

5.4.2 Analysis of memory and computational cost savings

In this section, we present two reasons why the proposed scheme demonstrates
energy efficiency and low computational costs for IoT devices. First, it uses
the fixed-length feature vector extracted from MCC. The fixed-length feature
vector only uses a very low amount of memory, as each fingerprint image is
represented by only one fixed-length vector, unlike other feature representation
methods (e.g., MCC) that have a variable number of local feature vectors for
each fingerprint image. For example, if there is an average of N minutiae in a
fingerprint image, the MCC will create N local feature vectors. By contrast, in
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TABLE 5.5: EER (%) comparison in the lost-key scenario under the
FVC protocol.

Cancelable fingerprint
template design

FVC2002 FVC2004

DB1 DB2 DB3 DB1 DB2 DB3
Wang and Hu [110] 4 3 8.5 - - -
Ferrara et al. [113] 3.33 1.76 7.78 - - -

Jin et al. [89] 0.22 0.47 3.07 4.74 4.10 3.99
Kim et al. [91] 0.55 0.93 - 5.81 6.85 -

Abdullahi et al. [94] 0.36 0.54 2.40 2.35 5.93 2.37
Shahzad et al. [122] 1.57 1.50 7.93 10.49 8.62 -
Proposed method
(n = 29, wc =

π
100 ,

α = 0.2 and t = 50)

0.03 0.49 0.74 2.73 2.73 1.24

the proposed system, only one feature vector (i.e., the cancelable template T) is
generated.

Second, the proposed system shortens the length of the original feature vector
z from d to k. For example, with user keys r and v, if we set their lengths to
n = 29 and t = 50, then the transformed template T is of length 277, which
is less than the length of the original feature vector (i.e., d = 299). Therefore,
the computational cost of the fingerprint matching process on IoT devices will
decrease due to the reduced template size. For instance, the running time of
matching a transformed template Te and a transformed query Tq of length k =

277 is about 6.6 × 10−6 second, while the running time of matching an original
template vector ze and an original query vector zq of length d = 299 is about
1.07 × 10−5 second. The above results were obtained by running MATLAB on a
computer with a 3.41 GHz Intel (R) Core (TM) i7-6700 CPU.

5.4.3 Revocability and diversity

Revocability and diversity are essential properties for designing a secure au-
thentication system. When a stored template is compromised, a new template
should be generated by simply changing the user key. The new template should
be unrelated to the compromised template. To evaluate the revocability and di-
versity of the proposed method, we generated 100 transformed templates from
the first impression of each finger in FVC2002 DB2 by randomly producing dif-
ferent user keys r and v. These pseudo-imposter templates were then matched
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against the original. Figure 5.3 shows the genuine, pseudo-imposter and im-
poster distributions. The pseudo-imposter and imposter distributions can be
seen to overlap. The mean and standard derivation of the pseudo-imposter dis-
tribution are 0.4481 and 0.0546, respectively, compared with 0.4479 (mean) and
0.0580 (standard derivation) of the imposter distribution.
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FIGURE 5.3: Genuine, imposter and pseudo-imposter distributions
over FVC2002 DB2.

5.4.4 Unlinkability

Unlinkability is another fundamental property of a secure authentication sys-
tem. This property requires that the generated templates of the same fingerprint
in different applications cannot be cross-matched. To assess the level of link-
ability of the proposed method, we follow the methodology in [148]. In this
framework, there are two types of score distributions that must be determined:
mated and non-mated sample score distributions. Mated sample scores are de-
fined as the scores extracted from comparisons of templates produced from the
same impression of a finger using different keys. In contrast, non-mated scores
are the scores calculated from matching templates generated from different fin-
gers using different keys.

According to [148], there are two measures of unlinkability, score-wise link-
ability D↔(s) and system overall linkability Dsys

↔ . The score-wise linkability
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D↔(s) ∈ [0, 1] measures the amount of linkability of protected templates for
each specific matching score s of mated and non-mated sample score distribu-
tions. Therefore, for a specific score s, if D↔(s) = 0, two templates are con-
sidered fully unlinkable, whereas if D↔(s) = 1, two templates are considered
fully linkable. Values between 0 and 1 indicate a certain level of linkability. The
system’s overall linkability Dsys

↔ ∈ [0, 1] estimates the level of linkability for the
whole system independent of matching scores. If Dsys

↔ = 0 (or Dsys
↔ = 1), the

template protection system is fully unlinkable (or fully linkable).

To evaluate the unlinkability of the proposed system, we generated 100 trans-
formed templates of the first impression of each finger in FVC2002 DB2 with
randomly generated user keys r and v. The mated scores were determined by
comparing each transformed template with the 100 newly generated templates
using different user keys, resulting in 10000 mated scores. The non-mated scores
were obtained by matching the transformed template of each finger with all
other different fingers in FVC2002 DB2, producing 4950 non-mated scores. The
mated and non-mated sample score distributions are plotted in Figure 5.4, show-
ing that the two score distributions mostly overlap with Dsys

↔ = 0.02. Therefore,
the designed authentication system is almost fully unlinkable.
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FIGURE 5.4: Unlinkability analysis of the proposed authentication
system using mated and non-mated scores distributions.
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5.4.5 Security analysis

In this section, the security analysis of the proposed authentication system is
carried out by analysing non-invertibility first. Then, the ability of the proposed
system to defend revoked template attacks and masquerade attacks is evaluated.

5.4.5.1 Non-invertibility analysis

Non-invertibility is a main requirement for secure authentication systems. It
can be defined as the computational difficulty of restoring raw biometric data.
The proposed system accomplishes non-invertibility through a two-stage fea-
ture transformation scheme: a weight-based feature fusion mechanism in the
first stage and a linear convolution-based transformation with element removal
in the second stage. The feature transformation in the proposed method is rep-
resented by Equations (5.5) to (5.8) in Section 5.3.2.

We analyze the worst-case scenario, where an adversary is able to compromise
the stored template T, the two user keys r and v, the designed FIR high-pass
filter and the transformation method. Even though the adversary has all this in-
formation, it is difficult to retrieve the original feature vector z, as he/she needs
to reverse the transformation method in sequence from Equations (5.8) to (5.5)
to retrieve z. Given that T is compromised, according to (5.7), the attacker needs
to figure out w and b. To get w, the attacker has to guess the deleted t elements.
To obtain b, as the FIR high-pass filter and r are known to the attacker, from
(5.6), the attacker must work out y, which contains n elements selected from z.
Therefore, the adversary has to figure out the selected elements, namely y in
(5.5) and the randomly deleted elements in w. Only when these elements are re-
covered can z be known. Since the selected elements in vector y and the deleted
elements from vector w are not stored, recovering them is infeasible. Therefore,
the designed authentication system transforms the original feature vector z in
an irreversible manner.

5.4.5.2 Revoked template attacks

We assess whether the proposed system can defeat attacks from adversaries us-
ing a revoked template. In our experiment, two attack scenarios are considered
[114]:

• Type-I attack: A compromised template is utilized to attack a system con-
taining a renewed template generated from the same impression.
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TABLE 5.6: Percentage of successful masquerade attacks at
medium and high security levels.

Number of
elements

changed in z

Medium security High security

Type-I at-
tack

Type-II at-
tack

Type-I at-
tack

Type-II at-
tack

10 0.2% 0.1% 0% 0%
20 0.2% 0.1% 0% 0%
30 0.2% 0.1% 0% 0%

• Type-II attack: A compromised template is utilized to attack a system con-
taining a renewed template generated from another impression of the same
finger.

There are two different levels of security to evaluate each attack scenario [114]:

1. Medium security: The matching threshold is set to 0.1% FAR.

2. High security: The matching threshold is set to 0% FAR.

We tested both attack scenarios on FVC2002 DB2. There are, in total, 500 (=
100 × 5) Type-I attacks, and there are 1000(= (5 × 4)/2)× 100) Type-II attacks.
The test results show that the percentage of successful attacks for medium and
high security levels is 0% for Type-I attacks and 0.1% for Type-II attacks, respec-
tively. Therefore, the proposed method can resist revoked template attacks.

5.4.5.3 Masquerade attacks

Masquerade attacks occur when an adversary fakes a synthetic input that is very
similar to the actual template. To perform masquerade attacks, we produced a
fake real-valued input similar to the feature vector z. The fabricated input with
length 299 was generated by randomly selecting a small number of elements
(e.g., 20 elements) from the original feature vector z and replacing their values
with different numbers but close to the original ones, thus making the fake input
similar to z.

The robustness of the proposed system against masquerade attacks was eval-
uated under Type-I and Type-II attack scenarios at medium and high security
levels using FVC2002 DB2. Table 5.6 reports the test results of the masquerade
attacks. The results in Table 5.6 demonstrate that the proposed method is robust
enough against masquerade attacks.
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5.5 Chapter summary

In this chapter, we have proposed a secure fingerprint authentication system for
user privacy protection on IoT devices. The proposed system applies a two-
stage feature transformation scheme, in which a weight-based fusion mecha-
nism is developed in the first stage, while in the second stage, we design a linear
convolution-based transformation with some elements removed from the con-
volution output to increase security. The proposed fingerprint authentication
system satisfies all the requirements of cancelable biometrics (i.e., accuracy, re-
vocability and diversity, unlinkability and non-invertibility). The experiment
results on six public fingerprint databases demonstrate the highly competitive
performance of the proposed system, when compared with the existing cance-
lable fingerprint templates. Moreover, its efficiency in terms of saving memory
space and reducing computational costs makes the proposed system suitable for
resource-constrained IoT devices.

90



Chapter 6

Conclusion and Future Directions

6.1 Summary of the thesis chapters

Fingerprint authentication systems are widely utilised in various applications
and dominate the biometric security market. However, fingerprint authentica-
tion over the encrypted domain is still a challenge due to the nature of biometric
uncertainty presented at each fingerprint image during acquisition. Despite a
variety of approaches to detect deformations in fingerprint images, there is cur-
rently no method available for capturing minutiae variations between two im-
pressions of the same finger in a unified model. This thesis presented a unique
unified model to represent minutiae variations between fingerprint scans and
formulate the changes to minutiae feature patterns. Another fundamental ob-
jective of this thesis was to develop a new non-invertible fingerprint template
protection method in the form of cancelable templates. Since many existing can-
celable template methods are unable to withstand several security threats, such
as attacks via record multiplicity, masquerade attacks and pre-image attacks,
this thesis presented a novel scheme for cancelable templates with the aim of
achieving in-built security against all or some of these security attacks while at-
taining good recognition performances. The third objective of this thesis was to
design a secure fingerprint authentication system which is suitable for resource-
constrained IoT devices.

The main research contributions of this thesis are summarised as follows:

A Möbius Transformation-Based Model for Fingerprint Minutiae Variations

In Chapter 3, we proposed a unified model to represent minutiae variations be-
tween fingerprint scans and formulate the changes to minutiae feature patterns.
We identified the Möbius transformation as a suitable candidate for modelling



minutiae translation, rotation and non-linear distortion, where different types of
minutiae variations are described in a single model. Not only do we mathemat-
ically prove that the Möbius transformation-based model is a unified model for
capturing minutiae variations, we also experimentally verified the effectiveness
of this model using a public database.

Design of Cancelable MCC-Based Fingerprint Templates Using Dyno-Key
Model

The second scheme for cancelable fingerprint templates was proposed in Chap-
ter 4. The core component of our design was to dynamically randomise key
models, called the Dyno-key model. The Dyno-key model dynamically extracted
elements from MCC’s binary feature vectors based on randomly generated keys.
These extracted elements are discarded after the block-based logic operations to
enhance security levels. Leveling with the performance of the unprotected, re-
produced MCC templates, the proposed method exhibited competitive perfor-
mance in comparison with state-of-the-art cancelable fingerprint templates, as
evaluated over seven public databases, FVC2002 DB1-DB3, FVC2004 DB1 and
DB2, and FVC2006 DB2 and DB3. The proposed cancelable MCC-based tem-
plates satisfied all the requirements of biometric template protection.

A Two-Stage Feature Transformation-Based Fingerprint Authentication Sys-
tem for Privacy Protection in IoT

The significant and rapid development of the Internet of Things (IoT) in recent
years has greatly benefited everyday activities. However, there are serious se-
curity and privacy concerns that need to be addressed when using the IoT for
distributed authentication.

In Chapter 5, a secure fingerprint authentication system to protect user privacy
for authentication on IoT devices is presented. The proposed system applied
a two-stage feature transformation scheme. Specifically, a weight-based fusion
mechanism is designed in the first stage, while the second stage is featured by a
linear convolution-based transformation with element removal from the convo-
lution output to increase security and protection. The proposed authentication
system satisfied all the requirements of cancelable biometrics: accuracy, revoca-
bility and diversity, unlinkability and non-invertibility. Evaluated over six pub-
lic fingerprint databases, the proposed authentication system exhibited highly
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competitive performance when compared with the existing cancelable finger-
print templates. Moreover, its energy-efficient storage and low computational
costs made the proposed scheme a good fit for resource-constrained IoT devices.

6.2 Future research directions

Despite the contributions of this thesis, from modelling minutiae variations to
proposing new non-invertible transformation methods for secure fingerprint au-
thentication with applications in the IoT, some aspects can be further explored
and extended for a more secure fingerprint authentication system. Therefore,
we devote this section to identifying various perspectives and possible future
research directions.

1. The proposed unified model is based on using Möbius transformation to
analyse and construct minutia-based local feature structures. However,
in future work, we will continue to improve this model and investigate
how to efficiently apply it to enhance the quality and accuracy of minutia
extraction in modern-day fingerprint-based biometric applications, e.g., e-
passports, mobile device authentication and mobile healthcare data pro-
tection.

2. The MCC representation is built with rich or even redundant information
in terms of the spatial and directional relationships between each reference
minutia and its neighbouring minutiae. It is this ‘redundancy’ that causes
the Dyno-key model to work effectively in the design of cancelable MCC-
based templates. For future work, we will investigate how to better use the
silent information in the MCC representation in the development of suit-
able non-invertible transformations, thus further improving the matching
performance.

3. In relation to the use of biometric authentication systems to preserve the
privacy and security of the IoT, we designed a secure fingerprint authen-
tication system that can protect IoT devices. Our proposed method can
resist many attacks such as revoked template attacks and masquerade at-
tacks while maintaining high recognition accuracy. However, it is neces-
sary to explore how to design lightweight and robust biometric authenti-
cation schemes suitable for the IoT environment.
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