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ABSTRACT The timetabling problem is common to academic institutions such as schools, colleges or
universities. It is a very hard combinatorial optimisation problem which attracts the interest of many
researchers. The university course timetabling problem (UCTTP) is difficult to address due to the size of
the problem and several challenging hard and soft constraints. Over the years, various methodologies were
proposed to solve UCTTP. The purpose of this survey paper is to provide the most recent scientific review of
the methodologies applied to UCTTP. The paper unveils a classification of methodologies proposed in recent
years based on chronology and datasets used. Perspectives, trends, challenges and opportunities in UCTTP
are also presented. It is observed that meta-heuristic approaches are popular among researchers. This is
followed closely by hybrid methodologies. Hyper-heuristic approaches are also able to produce effective
results. Another observation is that the state-of-art methodologies in the scientific literature are not fully
utilised in a real-world environment perhaps due to the limited flexibility of these methodologies.

INDEX TERMS Combinatorial optimisation problem, course timetabling problem, optimisation.

I. INTRODUCTION
Timetabling is defined as an optimization task of allocating a
set of events (exams, courses, sporting events, surgeries) and
resources (exam proctors, teachers, athletes, sport officials,
nurses, medical doctors) to space (exam halls, classrooms,
sport fields, operating theatres) and time [78]. It is a popular
topic in operations research and is applied in a broad range of
fields including education, transportation, hospitals, private
enterprises, sports and many others [16]. The challenge of
timetabling is common to academic institutions such as
schools [71], [72], colleges or universities. It is a combi-
natorial optimisation problem which is of interest to many
researchers. Addressing an optimisation problem involves
searching for an optimal configuration of a given set of
variables with the aim of achieving certain objectives [38].
This paper focuses on university course timetabling
problem (UCTTP).

To date, there are several survey papers on UCTTP. Table 1
shows the scope of these papers. However, most of these
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papers only focus on presenting the methodologies that were
applied to UCTTP. Also, no classification or discussion on
the advantage and disadvantage of existing methodologies
were provided. This paper aims to fill this gap and present
a comprehensive survey on the UCTTP. The advantages and
limitations of current studies are discussed. This paper will
help researchers to understand the practical application of dif-
ferent methodologies applied to UCTTP. In addition, future
research directions on UCTTP are also provided to promote
further application of different methodologies.

This paper highlights the most recent approaches in
addressing UCTTP. The mechanism of the approaches are
briefly discussed and the achievement of the approaches
are compared. The approaches are then categorised into
OR based techniques, meta-heuristics (single-solution and
population-based approaches), hyper-heuristic approaches,
multi criteria/ objective and hybrid approaches. We dis-
cuss the advantages and disadvantages of each category.
We present the methodologies in chronological order to show
the trend in UCTTP. In addition, the methodologies are
grouped according to benchmark datasets to identify not only
the popular datasets but the state of the art methodologies
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TABLE 1. Summary of survey paper on timetabling problem.

for each dataset. Furthermore, We present case studies of
real-world UCTTP. As far as we are aware, no previous
survey of UCTTP covers this area. Constraints of different
institutions are presented. Real world UCTTP instances are
unique due to different policies set by the institutions.

This paper is organised as follows. Section II describes
the UCTTP and the constraints involved. We discuss
the approaches/methodologies in benchmark UCTTP in
Section III. Section IV presents the approaches/methodologies
in real-world UCTTP. The perspectives in UCTTP are
provided in Section V. The trends in UCTTP are given
in Section VI. We outline the limitations of the approaches/
methodologies in UCTTP in Section VII. Research oppor-
tunities in UCTTP are presented in Section VIII. Finally,
conclusions are given in Section IX.

II. UNIVERSITY COURSE TIMETABLING PROBLEM
A. PROBLEM DEFINITION
The university course timetabling problem (UCTTP) is a vari-
ant of educational timetabling. Addressing UCTTP involves
allocating a set of m courses, C = {c1, . . . , cm} to a set of
n time-slots, T = {t1, . . . , tn} and a set of p venues, V =
{v1, . . . , vp}. Each university has its own unique timetabling
problem, and therefore requirements, due to various reasons
such as the policies set by the institution and the education
system of the respective country and/ or region. Among
the variants of UCTTP are the curriculum-based course
timetabling problem (CB-CTTP) and the post-enrolment
course timetabling problem (PE-CTTP) [3], [52]. UCTTP
integrates several parameters such as courses offered each
semester, lecturers assigned to teach the courses, number of

students who registered for the courses and the locations
where the lectures will be conducted [7]. A solution is a
schedule that must fulfil all the hard constraints, but it is
optional to satisfy soft constraints [2]. Aspects that need to
be taken into consideration in generating a solution are com-
putational speed, feasibility and quality. A feasible solution
is a solution that satisfies all the hard constraints specified in
the problem domain [2], [32]. For example, a student cannot
attend two lectures at the same time while a lecturer cannot
lecture more than one course simultaneously. The quality
of the solution [22] is determined by the soft constraint
violations. For example, students should not have only one
lecture in a day and lecturers should not have to lecture
after 5pm.

UCTTP is known to be NP-hard [7], [37], [68], [77],
that is the problem cannot be solved exactly in polynomial
time as the growth of the problem size and its complexity
is exponential [12], [15]. Exact algorithms are guaranteed
to provide optimal solutions but they are only applicable to
small sized problems [64]. As an alternative, heuristic algo-
rithms are often utilised to provide relatively good solutions
in acceptable time [35].

B. PROBLEM CONSTRAINTS
The constraints involved in UCTTP are presented below.
These constraints can be defined as hard or soft, depending
on institution requirements.
• C1: Lectures taught by the same lecturer cannot be
conducted at the same time.

• C2: Each venue can only be assigned to one lecture at
one time.
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• C3: The rooms assigned to a certain lecture should be
big enough to accommodate the students registered for
the course.

• C4: All lectures should be scheduled in the timetable.
• C5: All the pre-assignments and blocked periods for
classes must be taken into consideration.

• C6: A student can only attend one lecture at one time.
• C7: Lectures of each course are evenly spread in mini-
mum working days.

• C8: Lectures for courses in the same set of curricula
should be placed in the time-slot next to each other if
scheduled in the same day.

• C9: No lecture can be allocated to lunch break time-slot.
• C10: The room features should match those required by
the course.

• C11: Certain courses need to be scheduled in the correct
order.

• C12: A student should attend more than one course in a
day.

• C13: A student should attend less than three consecutive
courses.

• C14: No course should be allocated to the last time-slot
of the day.

• C15: Lectures for a course must be conducted in the
same room.

III. APPROACHES/METHODOLOGIES IN
BENCHMARK UCTTP
The methodologies utilised in UCTTP can be divided into six
categories. The first category is operational research (OR)
based techniques (graph colouring heuristics, integer/linear
programming, mixed integer linear programming and con-
straint logic programming). The second category is single
solution-based meta-heuristics (tabu search, variable neigh-
bourhood search and simulated annealing). The third cate-
gory is population-based meta-heuristics (genetic algorithms,
ant colony optimisation and particle swarm optimisation).
The fourth, fifth and sixth categories are hyper-heuristic,
multi criteria/objective and hybrid approaches.

A. OPERATIONAL RESEARCH (OR) BASED TECHNIQUES
The graph colouring problem requires allocating minimal
colours to vertices such that vertices connected by edges are
allocated different colours. Timetabling and graph colour-
ing are related such that events represent vertices, clashes
between events correspond to edges and time slots denote
colours [26]. All individual courses are referred as events.
Due to the interconnection of graph colouring problem and
UCTTP, earlier algorithms were derived from graph colour-
ing heuristics [19], [45]. Lectures are assigned to periods
(days and time) sequentially based on graph colouring heuris-
tics for instance; largest degree, saturation degree, largest
weighted degree and colour degree [23].

Conforming to the largest degree heuristic, events with
the largest count of conflicts with other events should be
assigned a time period first as it is difficult to find a valid time

period for an event that has many clashes with other events.
Based on largest weighted degree heuristic, events with the
highest number of students are assigned to the time period
first. In saturation degree heuristic, the next event to schedule
is the one with the lowest remaining suitable time periods.
In colour degree heuristic, priority is given to events with
the highest number of conflicts with the scheduled events.
Both the saturation degree and colour degree heuristics are
calculated dynamically.

Reference [48] proposed a clique-based algorithm to gen-
erate feasible solutions for UCTTP. The clique refers to a
set of courses that could be allocated in the same time-slot.
Recombination and perturbation steps were taken to increase
the size of the clique generated. The proposed algorithm was
tested using hard benchmark datasets. The algorithm was
comparable with other effective algorithms.

Reference [18] proposed a Graph Colouring (GC)
approach to find feasible solutions for UCTTP. The proposed
algorithm had two stages. In stage one, Least Saturation
Degree First (LSDF) was used in finding feasible solutions.
In stage two, the solution quality was improved using opera-
tors based on a column permutation. The algorithmwas tested
using Socha benchmark datasets. The algorithm managed to
produce encouraging results.

Reference [47] proposed a Mixed Integer Linear Pro-
gramming (MILP) approach to solve the CB-CTTP. Three
bi-objective mixed-integer models were formulated. Prob-
lem instances from ITC-07 (Track 3) were used as testbeds.
They found that the objectives (rooms, teaching periods
and solution quality) affect one another and the relation-
ships between these objectives are dependent on the problem
instances.

Reference [14] proposed an Integer Programming (IP)
relaxation to solve CB-CTTP. The model formulated was
called pattern formulation, where a course was assigned to
a set of periods on one day. The proposed model was tested
using ITC-07 (Track 3) benchmark datasets. The proposed
model managed to improve the lower bounds for three of the
problem instances.

B. SINGLE SOLUTION-BASED META-HEURISTICS
Single solution-based meta-heuristics are defined as
‘‘a high-level problem-independent algorithmic frame-
work that provides a set of guidelines or strategies for
developing heuristic optimisation algorithms’’ [69]. Single
solution-based meta-heuristics are often known as local
search algorithms. Local search algorithms start the search
with single solution and then explore its neighbourhood
areas to find a better one. Examples of local search algo-
rithms are tabu search, simulated annealing, hill climbing
and iterated local search. Reference [45] categorised single
solution-based meta-heuristics into three types of optimisa-
tion algorithms which are one-stage, two-stage and the one
that allows relaxation. One-stage optimisation algorithms
satisfy both hard and soft constraints at the same time [45].
The best solution is determined by using a weighted sum
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function where each constraint is given a penalty value based
on their importance. In two-stage optimisation algorithms,
only hard constraints are considered in obtaining a feasible
solution in the first stage. Meanwhile, only soft constraints
are considered in getting a high quality solution in the second
stage. For algorithms that allow relaxation, hard and soft con-
straint violations are addressed by relaxing some aspects of
the problem instance. There are two types of relaxation. The
first temporarily puts aside events that cannot be scheduled
in a feasible solution. The second creates dummy or extra
time slots to artificially accommodate the events to create a
feasible solution [42].

1) TABU SEARCH
Tabu search (TS) uses a tabu list to avoid being stuck in a local
optima. Whenever it is trapped in a local optima, the search
continues with non-improving moves but solutions generated
before will be rejected with the use of tabu list.

Reference [55] proposed a TS algorithm with the ability
of changing the neighbourhood size called Random Partial
Neighbourhood Search (RPNS) to solve the PE-CTTP. The
proposed algorithm was tested using Socha, ITC-02 and
ITC-07 (Track 2) benchmark datasets. The algorithm pro-
duced competitive results when compared to leading solvers.

2) SIMULATED ANNEALING
Simulated Annealing (SA) accepts non-improving moves
using a probabilistic acceptance criteria. Its performance is
dependent on the initial and end temperatures, cooling sched-
ule and definition of neighbourhood structures.

Reference [44] proposed a time-dependent SA algorithm to
solve the PE-CTTP. The algorithm had three distinguishable
stages. Each stage had its defined time limit and the total must
not exceed the full time limit. If one stage completed earlier
than the specified time limit, the extra time could be utilised
in the next stage. At each stage, constraints satisfied in the
previous stages must not be violated. Stage 2 and stage 3 were
implemented using SA. The proposed algorithm was tested
using ITC-07 (Track 2) benchmark datasets.

Reference [24] proposed a SA algorithm to solve the
PE-CTTP. Two neighbourhood structures were used moving
one event and swapping two events. The proposed algorithm
was tested using Socha, ITC-02, ITC-07 (Track 2) and hard
benchmark datasets. A well engineered and finely tuned
solver managed to outperform most of the algorithms in the
scientific literature.

Reference [31] proposed Tabu Search with Sam-
pling (TSSP) and Simulated Annealing with Reheat-
ing (SAR) to address the PE-CTTP. In stage one, TSSP was
utilised to create feasible solutions. In stage two, SAR was
used to improve the quality of the solutions. The algorithm
was tested with Socha, ITC-02 and ITC-07 (Track 2) bench-
mark datasets. It managed to produce new best solutions for
many instances.

Reference [33] proposed SA with Improved Reheat-
ing and Learning (SAIRL) in addressing the PE-CTTP.

The method consisted of two stages. In the first stage, a feasi-
ble solutionwas generated, whichwas improved in the second
stage. For the search to function effectively, a reinforce-
ment learning-based methodology was proposed to obtain a
suitable composition of neighbourhood structures. The pro-
posed algorithm was tested using Socha, ITC-02 and ITC-07
(Track 2) datasets. The approachmanaged to generate six new
best results.

Reference [34] proposed a two-phase hybrid local search
algorithm to solve PE-CTTP. In the first phase, TSPP and
Iterated Local Search (ILS) were used to generate a feasible
solution. In second phase, SAR with two preliminary runs
(SAR-2P) was used to improve the quality of the solution.
Information gathered from the preliminary runs helped to
improve the efficiency of SAR. The algorithm was tested
with Hard, Socha, ITC-02 and ITC-07 (Track 2) benchmark
datasets. It produced three new best results and seven new
mean results.

3) ITERATED LOCAL SEARCH
Reference [68] proposed an Iterated Local Search (ILS) algo-
rithm to address the UCTTP. It consisted of three stages
which were initialisation, intensification and diversification.
60 instances from [46] were used. The proposed algorithm
managed to find feasible solutions for 58 instances.

C. POPULATION-BASED META-HEURISTICS
Population-based meta-heuristics operate on a population of
solutions and apply various operators and rules to evolve a
new population of solutions in the neighbourhood areas of
current ones. Examples of population-based meta-heuristics
are genetic algorithms, ant colony optimisation and particle
swarm optimisation.

1) GENETIC ALGORITHMS
Genetic Algorithm (GA) tackles optimisation problems using
the concept of biological evolution. In each iteration, the algo-
rithm selects solutions from the population using selective
pressure to bias it towards choosing the best members as par-
ents and these parent solutions are used to generate children
solutions for the next generation [39]. This process is iterated
until an optimal solution is generated or the time allowed has
expired. In each iteration, the algorithm conforms to selection
rules, crossover rules and mutation rules. Selection rules
manage the selection of parents from the current population.
Crossover rules are ways that parents are combined in gener-
ating children solutions for the next generation. Mutation is
the way solutions are randomly changed to motivate diversity
in the population.

Reference [7] proposed a GA approach in tackling
the UCTTP. An initial population was generated by randomly
assigning classes to periods by taking room capacity into con-
siderations. The fitness value of the parents would determine
their selection in generating children for the next generation
through crossover and mutation operators. The authors used
an array of classes in representing the chromosome where
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information such as the lecturers, rooms and periods were
stored. This representation avoided conflict between courses.
The approach was tested using their own generated data.
Solutions were improved iteratively.

2) ANT COLONY OPTIMISATION
Ant ColonyOptimisation (ACO) is an approach inspired from
observing the foraging behaviour of ants [28]. To mark the
shortest path in finding or transporting food, the ants deposit
pheromone along the path as a guideline for other ants to
follow. In optimisation problems, the artificial ants build their
own solutions and share the information on the quality of their
solution with other artificial ants.

Reference [56] proposed an ACO approach to tackle the
PE-CTTP. Pheromone information was stored in two distinct
matrices. Events were chosen randomly and allocated to time
slots and rooms according to pheromone information. The
solution was then further improved by an ejection chain. The
pheromone information was updated accordingly based on
the solutions with promising soft constraints penalty (SCP)
and distance to feasibility (DTF) scores. The algorithm was
tested using ITC-07 (Track 2) benchmark datasets. It outper-
formed many algorithms.

Reference [13] proposed an ACO approach to address the
UCTTP by grouping students in mutually exclusive groups
and then assigning each group to timeslots and venues
accordingly. Three steps were iterated namely the develop-
ment of initial solutions by the artificial ant, pheromone
update and the execution of local search. The proposed
method was tested using Socha datasets. The computa-
tional times were acceptable compared to other existing
algorithms.

3) PARTICLE SWARM OPTIMISATION
Particle Swarm Optimisation (PSO) originated from social
behaviour shown by collective species such as the flock-
ing of birds, a group of tigers and a swarm of bees [73].
Every individual in a PSO model is called a particle and
each particle position is equivalent to a candidate solution
with a designated fitness function for the optimisation prob-
lem. This algorithm gives extra attention towards explo-
ration and exploitation of the search space [30]. Efficiency
of PSO can be improved by controlling the parameters such
as the size of the swarm, inertia weight and acceleration
coefficients.

Reference [25] proposed a constriction PSO to address the
UCTTP. They worked on their own generated data. Among
the advantages of PSO reported were fast convergence, less
parameter settings and the ability to set dynamic environment
characteristics. In generating a good quality solution, an inter-
change heuristic was applied to ensure better exploration of
the solution space. The interchange heuristic prevented the
particles from being trapped in local optima and allowed
faster convergence to global optima. The method managed
to generate acceptable solutions.

4) FISH SWARM INTELLIGENT
Reference [74] proposed fish swarm intelligent to solve
the UCTTP. The proposed algorithm simulated movement
shown by fish when searching for food. The search space was
categorised into crowded, not crowded and empty areas. Each
solution in the solution population was represented by a fish.
Two local searches were used to improve the quality of the
solution namely multi decay rate great deluge and steepest
descent. The proposed algorithm was tested using Socha
benchmark datasets. The algorithm produced best known
results for some of the instances.

5) HONEY-BEE MATING
Reference [62] proposed a honey-bee mating algorithm to
solve the PE-CTTP. The proposed algorithm simulated the
behaviour shown by honey-bees whenmating. This algorithm
is effective in exploring and exploiting the search space at the
same time. The proposed algorithm was tested using Socha
benchmark datasets. Best known results were reported for
some of the instances.

6) POPULATION BASED LOCAL SEARCH
Reference [1] proposed Population Based Local Search
(PB-LS) to solve the UCTTP. They claimed it was good
in exploring and exploiting the search space. Two oper-
ators were utilised for searching, namely single-direction
and all-direction force. The proposed algorithm was tested
using Socha benchmark datasets. The algorithm outper-
formed other approaches.

D. HYPER-HEURISTIC
Hyper-Heuristic approaches employ several heuristics in
adaptive manner to solve the problem at hand [63], [75].
Reference [38] proposed Add-Delete Hyper-Heuristic
(ADHH) to solve the UCTTP. The approach used an adaptive
heuristic generation method through a variable-sized list
of add and delete operations. The approach was tested on
ITC-07 benchmark datasets. Its performance was better,
on average, compared to other algorithms in the scientific
literature.

E. MULTI CRITERIA/OBJECTIVE APPROACHES
Reference [36] proposed a Multi-Objective Simulated
Annealing (MOSA) in tackling the UCTTP. They aimed to
define a good Pareto front by taking into consideration the
solution quality and the robustness of the solution. Algo-
rithms were developed with single and multiple disruptions.
Single disruption referred to disruption of only one lecture
whereas multiple disruptions referred to disruption of more
than one lectures. The ITC-07 (Track 3) benchmark dataset
was used as testbed. The algorithm with multiple disruptions
outperformed the one with single disruption.

F. HYBRID APPROACHES
Reference [66] proposed a Round Robin Scheduling
Algorithm (RR) to control SA, Great Deluge (GD) and Hill
Climbing (HC) in solving the UCTTP. It improved the quality
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of the initial solution generated using the least saturation
degree heuristic. The algorithm was tested on Socha bench-
mark datasets. It managed to produce competitive results in a
comparison to other state-of-the-art methods.

Reference [49] proposed an Adaptive Tabu Search (ATS)
in addressing the CB-CTTP. The framework consisted of
three stages. In the first initialisation stage, an initial feasible
solution was generated using a greedy algorithm. A tabu
search algorithm was used as a search intensification in
the second stage. In the third stage, a perturbation operator
from an iterated local search (ILS) was used as a diversi-
fication mechanism. Both intensification and diversification
were employed to minimise soft constraint violations. They
worked on ITC-07 (Track 3) datasets. The proposed method
managed to produce better results compared to the TS and
ILS run individually.

Reference [3] proposed a Hybrid Genetic Algo-
rithm (HGA) in addressing the CB-CTTP. Hill climbing,
simulated annealing and a genetic algorithm were hybridised
in solving the formulated problem. Three moves were imple-
mented during disruption; simple move, swap move and
Kempe chain move. They tested the hybrid algorithm on
ITC-07 benchmark datasets. The results produced showed
high quality Pareto fronts.

Reference [41] proposed a network flow technique for
the UCTTP. They generated a local solution by using Greedy
Randomised Adaptive Search Procedure (GRASP) construc-
tive algorithm together with a maximumflow partial solution.
In their work, CB-CTTP was re-modelled using the maxi-
mum network flow technique. The local solution was then
improved in terms of quality by using simulated annealing.
The proposed method generated competitive solutions for the
ITC-07 (Track 3) instances.

IV. APPROACHES/METHODOLOGIES IN
REAL-WORLD UCTTP
A. OPERATIONAL RESEARCH (OR) BASED TECHNIQUES
Reference [60] proposed an Integer Programming (IP) model
for the UCTTP at the Faculty of Applied Sciences, Wayamba
University of Sri Lanka. The primary objective was to
minimise the number of working hours per week. Deci-
sion variables were defined using a relational matrix. The
model included completeness, uniqueness, consecutive and
pre-assignment constraints. OpenSolver and Microsoft Excel
were used as simulators. Results showed that UCTTP could
be formulated effectively by using less decision variables and
constraints. The model managed to reduce the number of
working hours per week. The quality of the timetable could be
further improved by considering the preferences of students
and teachers.

Reference [8] proposed a Mixed Integer Program-
ming (MIP) to solve the CB-CTTP at the Engineering Depart-
ment of Sannio University. Two local branching heuristics
were used. The first heuristic changed the room allocation
but not the time-slot allocation. The second heuristic changed

the day allocation but not the room and time-slot allocation.
The proposed algorithm was tested on data derived from two
semesters. It was shown to be efficient.

B. SINGLE SOLUTION-BASED META-HEURISTICS
1) SIMULATED ANNEALING
Reference [9] proposed a Simulated Annealing (SA) method
in finding a feasible timetable for the Department of Com-
puter Engineering in Izmir Institute of Technology. The
authors investigated the performance of neighbourhood
searching algorithms called swapping, simple search and
their combinations. The performance of these algorithms
were compared in terms of computational times and total
costs. The datasets used were taken from 2007 to 2008.
Results showed that the combination of simple search, swap-
ping and simple search-swapping produced the most satisfac-
tory timetable.

2) TABU SEARCH
Reference [4] proposed a Tabu Search (TS) algorithm in
solving UCTTP for the Department of Statistics at Hacettepe
University by utilising four neighbourhood structures. They
were simple move, swap move and combination of both
moves called Mixed_1 and Mixed_2. From experiments,
simple move and Mixed_1 managed to generate the best
timetables.

3) VARIABLE NEIGHBOURHOOD DESCENT
Reference [17] proposed a Variable Neighbourhood
Descent (VND) approach in addressing the UCTTP for
Faculty of Economics and Management Sciences of Sfax
in Tunisia. The objectives were to minimise the total num-
ber of holes and the number of isolated lessons. Eleven
neighbourhood structures were developed. Six neighbour-
hood structures to solve holes and five neighbourhood
structures to solve isolated lessons. Six real datasets from
2012 to 2014 were used. Results showed that on average,
the approach managed to eliminate 52.47% of the holes and
isolated lessons. The quality of the feasible solution could be
further improved by minimising working days and allocating
lunch breaks for students.

C. POPULATION-BASED META-HEURISTICS
1) GENETIC ALGORITHMS
Reference [6] proposed a Genetic Algorithm (GA) approach
to improve the quality of timetable for the Information Sys-
tems program of Federal University of Rio Grande do Norte
(UFRN). Among the requirements were minimising time
gaps between non-consecutive lectures for a group of students
and avoiding scheduling all lectures for a course on the
same day. Real datasets from the first semester of 2012 to
the second semester of 2015 were used. Performance of the
algorithm were determined by its fitness function. Results
showed that solutions generated were better or equal to the
ones generated manually.
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D. HYPER-HEURISTICS
Reference [54] proposed a Hyper-Heuristic (HH) algorithm
in addressing the UCTTP for the Department of Informa-
tion Systems, Institut Teknologi Sepuluh Nopember, Indone-
sia. The objective was to generate a highly flexible optimal
solution. The hyper-heuristic approach combined a TS and
a VNS. Two datasets from 2017/2018 were used. Results
produced were superior to that of manual timetable in terms
of soft constraint violations.

E. HYBRID APPROACHES
Reference [67] proposed a clustering and colour mapping
approach in producing a timetable for the College of Applied
Studies in University of Bahrain. The objective was to enable
students to register for their courses without any clashes. Data
from official university registration system was extracted
and processed in generating the timetable. The proposed
algorithm was tested on problem instances featuring a total
of 1270 students, 8 academic programs and 83 courses. Clus-
ters of students were generated as an initial solution using
data mining techniques. Next, they obtained the solutions
using colour mapping algorithm. This was an improvement
to the previous work [5] which comprised the data mining
component only.

Reference [70] proposed a two-stage heuristic with cluster-
ing for Universiti Malaysia Sarawak (UNIMAS) CB-CTTP.
The objectives were to automate course timetabling and
increase venue utilisation. The algorithm included a pre-
diction on course registration by students. In stage one,
courses were divided into different groups. In stage two,
courses in a group were assigned to the same timeslot but
different venues. Real datasets from three semesters were
used. Valid solutionswithminimumunallocated courseswere
generated.

Reference [50] proposed a Hybrid Genetic Algo-
rithm (HGA) with four neighbourhood operators to tackle the
UCTTP for higher education institutions in the Philippines.
The algorithm helped in managing teaching workload. When
new staff were hired, it was necessary to make sure the
new staff were assigned to classes that could utilise their
skills and would not cause the timetable to be infeasible.
The dataset consisted of 118 classes, 308 hours workload per
week, 45 time-slots, five laboratories and five lecture rooms.
The algorithm managed to generate feasible solutions and
optimize teaching workloads.

Reference [76] proposed a hybrid of Variable Neighbour-
hood Search (VNS) and Tabu Search (TS) to address the
UCTTP for Federal Fluminense University. The proposed
algorithm was developed using the FINESS framework. The
datasets used were derived from two undergraduate courses.
Results indicated that the hybrid was better than the VNS and
TS run individually.

Figure 1 shows the case studies of the real-world UCTTP.
Constraints (hard and soft) are highly variable according to
institutions. The same constraint may be hard/soft for one
institution but soft/hard for the others.

V. PERSPECTIVES IN UCTTP
In this section, we provide some perspectives in UCTTP.
Table 2 shows the approaches in addressing benchmark and
real-world UCTTP. Figure 2 shows the classification of these
approaches.

As evident from table 3, from the 35 papers surveyed, there
are six OR methodologies, ten single solution-based meta-
heuristics, eight population-based meta-heuristic approaches,
two hyper-heuristics, one multi criteria/ objective and eight
hybrid approaches.

For the benchmark UCTTP, single solution-based meta-
heuristics(7) and population-based meta-heuristics(7) are
the most popular approaches. Five out of the seven sin-
gle solution-based meta-heuristic approaches are based
on SA. Two out of the seven population-based meta-heuristic
approaches are ACOs. It would be interesting to see the out-
come of hybridising SA with population-based approaches
such as ACO which are popular for their explorative
capability. Approaches such as hyper-heuristic and multi
criteria/objective are less popular perhaps due to their perfor-
mance. However, they are less researched therefore providing
opportunity for new studies.

For the real-world UCTTP, hybrid(4) approaches are the
most popular. This is followed by single solution-based meta-
heuristic(3), OR (2), population-based meta-heuristic(1) and
hyper-heuristic(1). Two out of the four hybrid approaches are
hybrids of VNS and TS.

From observation, state-of-the-art approaches in bench-
mark UCTTP are not fully utilised in real-world UCTTP.
Researchers may adopt/adapt the state-of-the-art approaches
in benchmark UCTTP to real-world UCTTP at academic
institutions.

VI. TRENDS IN BENCHMARK UCTTP
The benchmark datasets and their respective state-of-the-art
methodologies are discussed in this section. As evident from
Table 4, the benchmark datasets utilised in the interna-
tional timetabling competitions are the most popular testbeds
among researchers in comparing algorithms.

A. SOCHA BENCHMARK DATASET
The Socha benchmark dataset is developed by utilising an
algorithm created by Ben Paechter. It consists of 11 instances.
The features of this dataset are shown in Table 5. In the
last 10 years, 11 different approaches were proposed for this
dataset. Variants of SA proposed by [34] are superior to others
in terms of performance. Other state of the art method for
this dataset is the TS based approach called random partial
neighbourhood search (RPNS) by [55].

B. ITC-02 BENCHMARK DATASET
The International Timetabling Competition 2002 (ITC-02) is
organized by the Meta-heuristic Network and sponsored by
Practice and Theory of Automated Timetabling (PATAT). The
benchmark dataset (20 instances) can be downloaded from
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TABLE 2. Approaches in solving UCTTP (benchmark and real world problem datasets).

TABLE 3. Summary of approaches in UCTTP.

the ITC-02 website.1 The dataset is produced using an algo-
rithm by Ben Paechter. There is a time limit requirement for
this dataset which is dictated by running a program on the host
computer. Over the last 10 years, five different approaches
have been proposed for this dataset. TSSP, ILS and SAR-2P
proposed by [34] performed better than the other four. The
features of this dataset are presented in Table 6.

C. ITC-07 (TRACK 2) BENCHMARK DATASET
The PE-CTT variant benchmark dataset (24 instances) from
the International Timetabling Competition 2007 (ITC-07)
can be downloaded.2 In the last 10 years, seven different

1http://sferics.idsia.ch/Files/ttcomp2002/oldindex.html. Last accessed:
Nov 26, 2020

2http://www.cs.qub.ac.uk/itc2007/index.htm. Last accessed: Nov
26, 2020

approaches were proposed for this dataset. The current state
of the art methods are RPNS [55], SAR-2P [34] and SA [24].
The features of the dataset are given in Table 7.

D. ITC-07 (TRACK 3) BENCHMARK DATASET
The CB-CTT variant dataset (21 instances) for International
Timetabling Competition (ITC-07) can be downloaded.3

In the last 10 years, seven different approaches were proposed
for this dataset. A network flowmethodology (GRASP+ SA)
[41] is superior than ATS [49]. IP relaxation proposed by [14]
outperformed the other six methodologies by improving the
lower bounds for three of the problem instances. The features
of the dataset are given in Table 8.

3http://www.cs.qub.ac.uk/itc2007/index.htm. Last accessed:
Nov 26, 2020
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FIGURE 2. Classification of approaches in benchmark and real-world UCTTP.

E. HARD BENCHMARK DATASET
The 60 instances (20 smalls, 20 mediums and 20 larges)
proposed by [46] can be downloaded from the Centre for
Emergent Computing website.4 The current state-of-the-art
method for this dataset is ILS proposed by [68] and TSSP-ILS
proposed by [34]. They managed to find feasible solutions for
58 and 57 instances respectively. Table 9 shows the features
of the dataset.

F. ITC-2019 BENCHMARK DATASET
The International Timetabling Competition (ITC-2019) is
the latest timetabling competition. Its benchmark dataset

4http://www.rhydlewis.eu/hardTT/. Last accessed: Nov 26, 2020

(30 instances) can be downloaded.5 Student sectioning is
considered in these problem instances. Table 10 shows the
features of the dataset.

VII. LIMITATIONS OF THE APPROACHES/
METHODOLOGIES IN UCTTP
A total of 35 approaches in solving UCTTP are surveyed in
this paper. Each approach has their own unique advantages
and limitations.

Operational research (OR) based techniques such as con-
straint logic programming and graph colouring are effective
in generating feasible solutions but are lacking in producing
good quality solutions compared to other approaches [23].

5https://www.itc2019.org/. Last accessed: Nov 26, 2020
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TABLE 4. Benchmark datasets and their respective state-of-the-art
methodologies.

Moreover, some of the early heuristics are not efficient in
solving large problems [22].

Single solution-based meta-heuristics such as SA, are
effective in achieving high quality solutions. However,
researchers need to consider parameter tuning when choos-
ing meta-heuristic approaches. Researchers are working on
designing an optimisation algorithm that is not only effective
but requires less manual parameter setting [31], [33], [34].

Population-based meta-heuristics such as GA, PSO and
ACO are superior compared to others in terms of solution
space exploration [73]. However, one of the drawbacks of
these approaches are the computational times required in
finding good quality solutions.

Due to the limitation of meta-heuristic approaches
which require intensive parameter tuning, hyper-heuristic
approaches were introduced [61]. Hyper-heuristics are gen-
eral, simple and fast algorithms applicable to variety of prob-
lem domain and can event adapt to different instances of a
given benchmark dataset. Hyper-heuristics are heuristics to
choose heuristics (algorithms), working on a search space
of heuristics (algorithms) instead of a search space of solu-
tions [21]. The challenges in hyper-heuristic approaches are
balancing information exchange and maintaining a problem
domain barrier between the low level heuristics and the high
level search methodology [29].

Addressing multiple objectives is often challenging when
tackling an optimisation problem. This is because when

TABLE 5. The features of the Socha benchmark dataset.

TABLE 6. The features of the ITC-02 benchmark dataset.

the number of objectives increases, the proportion of
non-dominated solutions in a randomly chosen set of
objective vectors becomes exponentially large [27]. Multi
criteria/objective approaches gather much interest from
researchers in finding the optimal Pareto front, a set of
optimal compromise solutions. However, large computational
effort is often required in finding the Pareto front, even more
so when it is desirable to have the solutions evenly spread
along the Pareto fronts [47].

It is believed that population-based approaches and local
search algorithms are suited in solution space exploration
and exploitation respectively. Therefore, attempts have been
made to achieve the synergy of both capabilities required in
addressing optimisation problems. However, hybrid methods
are more complex to implement and require greater compu-
tational cost [40].

VIII. RESEARCH OPPORTUNITIES IN UCTTP
Addressing UCTTP is important for academic institutions yet
challenging due to the size and the number of hard and soft
constraints involved.

Heuristic approaches help to generate feasible solutions in
reasonable computational time but they are lacking compared
to meta-heuristic approaches in terms of optimisation [23].
Reference [59] noted that constructive heuristics are impor-
tant in addressing combinatorial optimisation problems as
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TABLE 7. The features of the ITC-07 (Track 2) benchmark dataset.

TABLE 8. The features of the ITC-07 (Track 3) benchmark dataset.

they are usually used to create initial solutions which would
then improved by other approaches.

Local search (Single solution-based meta-heuristics) is
promising as it is easy to implement and capable of
addressing large sized problems in reasonable computa-
tional times [20]. It will be interesting to test relatively new
meta-heuristics such as grey wolf optimizer (GWO) [53] and
elitist self-adaptive step-size search (ESASS) [10] in address-
ing the UCTTP. The GWO algorithm was inspired by the
leadership hierarchy and hunting mechanism of grey wolves
in nature. Meanwhile, ESASS was first utilised in steel frame
structural design optimization. Both of these algorithms pro-
vided very competitive results in their respective problem
domains.

Hybridisation of approaches appears to be the best method-
ology to adopt. It has shown good quality results in previous

TABLE 9. The features of hard benchmark dataset.

research [40]. These earlier findings have been validated by
more recent work [3]. Hybrid methodologies are suitable in
exploiting the strength of individual approaches.

As UCTTP is unique across institutions due to policies
and regulatory requirements, it is difficult if not impossi-
ble, to compare solution approaches objectively [36]. This
has led to the introduction of international timetabling
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TABLE 10. The features of the ITC-2019 benchmark dataset.

competitions. The winners are selected based on the quality
of the solution (evaluated by a cost function) [2]. A solution
that violates any hard constraints is considered as worth-
less [45]. Recently, the benchmark dataset for the Inter-
national Timetabling Competition 2019 (ITC-19) has been
made available to the public. It is interesting to justify the
performance of methodologies using this dataset.

Benchmark and real-world UCTTP vary in terms of the
number and type of hard and soft constraints. Benchmark
UCTTP are usually oversimplified and meant for objec-
tive comparison of methodologies. Meanwhile, real-world
UCTTP focus on the practicality of solution at academic
institutions. Even real-world UCTTP vary between them in
terms of requirements due to different policies, education
systems and cultures. Therefore, a general solution (partic-
ularly the underlying mathematical model) that fits all does
not exist. Reference [57] conducted a systematic review on
practices in timetabling in higher education. The aim is to
identify the gap (similarities and differences) between theory
in timetabling problems and the practicality in real-world
environments of higher education institutions. McCollum
highlighted the importance of generating robust and flexi-
ble techniques that can cope with complexities that arise in
real-world implementations [51]. It is imperative to design an
optimization algorithm that is not only effective but simple
to use and adaptable to a range of real-world UCTTP. This
will allow researchers to adapt/adopt the implementation of
state-of-the-art methods on real-world UCTTP at academic
institutions.

From observation, researchers are more interested
in the operational than the strategic perspective of
timetabling problem. Operational level refers to allocation

process of lectures to rooms and time slots. Meanwhile,
strategic level refers to management decisions such as room
number and capacity. Reference [47] conducted research
from the aspect of strategic planning of academic institutions.
The authors focused on two strategic components, namely the
number of rooms required and the available time slots. Future
work may focus on room features and location.

In real-world UCTTP, student sectioning is a method
to improve room utilisation and timetable feasibility espe-
cially for large sized problems. Schindl investigated student
sectioning with the aim of dividing students into optimal
sections [65]. The optimal number of sections for each course
depends on various factors such as room capacity, institution
budget and pedagogical constraints. Currently, the author
managed to achieve optimal sectioning with equal section
size. Optimal sectioning with non-equal section size is an
open research issue.

IX. CONCLUSION
The university course timetabling problem is an active and
important research area based on the sizeable amount of
papers found in the scientific literature. The introduction of
international timetabling competitions continues to motivate
research in this area. This paper surveys the approaches in
addressing university course timetabling problem (bench-
mark and real-world) proposed in the last 10 years. The
approaches are classified according to category. In addition,
they are sorted chronologically according to publication year
thus giving an overview of the current trend in this domain.
Features of benchmark datasets are detailed in tabular form.
The origin, links, state of the art methodologies for each
dataset are presented. In addition, this paper provides limi-
tations of each category of methodologies. Research oppor-
tunities in university course timetabling problem are also
discussed.
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