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Abstract

The interventions and outcomes in the ongoing COVID-19 pandemic are highly varied. The

disease and the interventions both impose costs and harm on society. Some interventions

with particularly high costs may only be implemented briefly. The design of optimal policy

requires consideration of many intervention scenarios. In this paper we investigate the opti-

mal timing of interventions that are not sustainable for a long period. Specifically, we look at

at the impact of a single short-term non-repeated intervention (a “one-shot intervention”) on

an epidemic and consider the impact of the intervention’s timing. To minimize the total num-

ber infected, the intervention should start close to the peak so that there is minimal rebound

once the intervention is stopped. To minimise the peak prevalence, it should start earlier,

leading to initial reduction and then having a rebound to the same prevalence as the pre-

intervention peak rather than one very large peak. To delay infections as much as possible

(as might be appropriate if we expect improved interventions or treatments to be devel-

oped), earlier interventions have clear benefit. In populations with distinct subgroups, syn-

chronized interventions are less effective than targeting the interventions in each

subcommunity separately.

Author summary

Some interventions which help control a spreading epidemic have significant adverse

effects on the population, and cannot be maintained long-term. The optimal timing of

such an intervention will depend on the ultimate goal.

• Interventions to delay the epidemic while new treatments or interventions are devel-

oped are best implemented as soon as possible.

• Interventions to minimize the peak prevalence are best implemented partway through

the growth phase allowing immunity to build up so that the eventual rebound is not

larger than the initial peak.

• Interventions to minimize the total number of infections are best implemented late in

the growth phase to minimize the amount of rebound.
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For a population with subcommunities which would have asynchronous outbreaks,

similar results hold. Additionally, we find that it is best to target the intervention asyn-

chronously to each subcommunity rather than synchronously across the population.

1 Introduction

The Influenza pandemic of 1918 was one of the deadliest epidemics of infectious disease the

world has ever seen. In response, many cities introduced widespread interventions intended to

reduce the spread. There is evidence [1] that some cities which implemented these interven-

tions later had fewer deaths. This seemingly counter-intuitive observation suggests that they

were more successful by being slow to respond.

When the 2009 influenza pandemic first arrived outside of Mexico, many schools shut after

the first observed infection. Once these schools reopened, and received a new introduction,

the remaining susceptible population was almost as large as at the outset, so the resulting epi-

demic was likely to be nearly as large as the original epidemic would have been. The closure

provided increased time to prepare a response and learn more about the disease, but the over-

all epidemic was very similar to what would have happened without the closure. In contrast,

evidence suggests that summer holidays altered the final outcome of the influenza pandemic

(at least in the UK), significantly reducing the total number of infections by splitting the epi-

demic into two smaller peaks [2].

This phenomenon can be explained by noting that epidemics rely on two things to spread:

infected individuals and a supply of susceptible individuals. If the intervention is too early, the

number infected may fall, but there will be enough susceptibles available that it can re-establish

and grow again. When it returns to the original size, the remaining susceptible population will

be effectively the same size as it was the first time. Thus, the intervention primarily delays the

spread; the resulting epidemic is comparable to what would have been seen before. However, if

the intervention occurs once the susceptible population has been noticeably depleted, then the

number of infections falls and when the intervention is relaxed, the depleted susceptible popu-

lation makes the rebound smaller or even nonexistent.

To make this explanation more robust, we note that is well-known that after an unmitigated

epidemic, the total number of infections exceeds the number of infections required to achieve

the “herd immunity threshold” (the level of immunity required to reduce the effective repro-

duction number below one) [3]. We refer to this extra level of infection as the “overshoot”. It is

a consequence of the fact that when the effective reproduction number (in absence of interven-

tion) finally falls to 1, the population reaches the “herd immunity threshold” and incidence no

longer increases. However, because the epidemic is at its peak, this is the time at which those

who have escaped infection so far face the highest force of infection. As the number infected

falls, significant transmission still happens and the epidemic overshoots the herd immunity

threshold. In the absence of further intervention, the size of the overshoot is determined by the

number infected when the herd immunity threshold is reached.

When we think about this in terms of a temporary intervention, the option to minimize the

total number of infections becomes clearer. A short intervention that ends with the effective

reproduction above one would see a rebound and would see a larger overshoot than a slightly

later intervention that ends with the effective reproduction number equal to 1.

This underlies the explanation of [1] for why temporary interventions are generally more

effective if introduced later in the epidemic (but not too late). Similar, more detailed theoreti-

cal results have been found by [4, 5]. Most studies of these effects are focused on a single
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population, and they do not carefully consider the tradeoffs between competing goals of delay-

ing infections, reducing the peak prevalence, or reducing the total size.

In the ongoing COVID-19 pandemic, China introduced drastic control measures very

early. These significantly reduced transmission, apparently reducing the effective reproduction

number (the number of new infections per infected individual) below one [6, 7], although it

took a very long time for new cases to stop. Despite quite significant interventions in Italy in

force for a long period of time, the rate of new cases was slow to fall [8].

Many other places have turned to aggressive control of infection in an attempt to keep

transmission suppressed [9–15].

In places which have have nearly eliminated the disease, the threat of re-emergence requires

constant vigilance. In places which have failed to contain transmission, the pervasive interven-

tions that would be required to get transmission low would impose significant costs through

the entire population, and such extensive interventions are unlikely to be maintained long

term. Thus policy-makers face challenges about whether or when to implement such restrictive

interventions.

Motivated by ongoing decisions facing policy makers for the COVID-19 pandemic, we

develop mathematical models which allow us to explore how to time short-term interventions

in response to an emerging epidemic. We will refer to these temporary interventions as “one-

shot” interventions, meaning that the intervention cannot be maintained indefinitely or

repeated. We are particularly interested in how the timing might affect the total fraction

infected and the peak prevalence, but we are also interested in the resulting delay of infections.

We must exercise care in determining that a given intervention cannot be sustained. In the

initial phase of the COVID-19 pandemic there was significant uncertainty in the fatality rate.

With this in mind [16], the tolerance of the population for drastic interventions could be sig-

nificant. What might appear to be an unsustainable intervention given one set of assumptions

about severity may in fact be sustainable under another set of assumptions. We assume perfect

information and focus on choosing the time at which a given strategy will be more effective. A

separate, but related line of research focuses on whether (and how long) we should hold an

intervention in reserve while we learn more about the disease: sometimes the greatest expected

benefit comes from learning more before choosing the intervention [17–19]. For an epidemic

that grows quickly (like the early stage of the COVID-19 pandemic), there is effectively no

time to learn about the disease before a decision is needed, and so these strategies would not

be relevant until strong enough interventions are in place to suppress transmission.

We model an infection spreading in an initially fully susceptible population. We will model

the spread within a single well-mixed population and a population made up of several weakly-

coupled subcommunities (a metapopulation). We will investigate the impact of intervention

on the attack rate (the final fraction infected), the peak prevalence, and the timing of infec-

tions, and in the metapopulation model we will additionally consider whether it is better to

have a synchronized intervention or to have the intervention timed separately for each sub-

community. The important question of whether disease can be eliminated locally is beyond

our scope.

Our goal is not to provide predictions for a specific population, but rather to demonstrate

the generic impact of delaying a one-shot intervention, to show its robustness, and to provide

intuition and some guiding principles which will apply to more complex scenarios.

Our results have important implications for the ongoing COVID-19 pandemic. If an inter-

vention cannot be sustained for an extended period of time but new interventions or treat-

ments are being developed, it is likely to be best to perform the intervention sooner to delay

potential infections until other methods are available to treat or further delay infection (e.g.,

masks distributed, contact tracing implemented, healthcare capacity increased, therapeutic
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treatments identified, or even vaccine produced). However, if no other intervention or treat-

ment improvement is likely to emerge, then it is best if the intervention is “held in reserve”

until depletion of susceptibles has reduced the effective reproductive number enough that the

intervention will have maximal impact on the total number of infections (by preventing the

overshoot) or the peak prevalence.

We completed and released this research early in the initial stages of the COVID-19 pan-

demic (at the end of February 2020) [20], but did not immediately pursue it further due to

other pressing questions. In the interim, a number of other papers have emerged studying

related questions, including [21–25]. It is clear from much of this work that nonpharmaceuti-

cal interventions are an important part of epidemic control. In particular, the timing of an

intervention, be it in a single population or over different communities, has a major impact on

its effectiveness and overall outcome.

Our results provide insights into ongoing discussions of “circuit-breaker” interventions: in

particular, such an intervention is particularly valuable because it can delay infections while

other interventions are brought into place, and it can keep the infection count low enough that

interventions that cannot scale well can remain effective. However, if there is no significant

effort to increase other interventions, then a repeated sequence of such “circuit-breakers” may

be needed or the circuit-breakers should be delayed.

In this paper, we first introduce the mathematical models we use to explore the impact of a

one-shot intervention against an infectious disease in a single well-mixed population and in a

metapopulation made up of several distinct subcommunities. Then we discuss results from

those mathematical models. Finally we discuss the implications of these results. In the Appen-

dix we develop some mathematical theory explaining the mechanism underlying the effect in

more detail.

2 Methods

In this section we introduce mathematical models for an “SIR” (Susceptible–Infected–Recov-

ered) epidemic in a single well-mixed population and in a metapopulation made up of several

subcommunities. We assume that the intervention is initiated at a specific time t� (typically

once the cumulative number of infections I + R reaches some threshold), and that the interven-

tion lasts for a fixed duration D. It reduces the transmission rate by a “strength factor” c. We

explore the impact of the threshold, duration and strength of intervention. In the metapopula-

tion model, we compare outcomes when the intervention is implemented in all populations at

the same time or in each individual population separately. In both models we measure time in

multiples of the typical infection duration.

We will measure the impact of interventions on three quantities of interest:

• the attack rate or final size: the total fraction infected R(1),

• the peak prevalence or maximum value of I(t), and

• the average time of infection, �t , the average time (or date) at which individuals become

infected. It is given by
R1

0
� t _S dt=

R1
0

_S dt ¼
R1

0
bIS dt=Rð1Þ.

In general the (often conflicting) goals of our intervention are to reduce R(1), reduce Imax,

and increase �t .
The value of minimizing the attack rate is clear as it minimizes the number of infections.

The value of minimizing the peak prevalence is highlighted by the struggles that many health

systems have faced during the early phase of the COVID-19 pandemic. The importance of

increasing the average date at which infections occur is somewhat less clear. However, early in
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an epidemic, medical knowledge about the disease, health care capacity, and testing/contact

tracing capacities are likely to be limited. Important knowledge about the transmission mecha-

nisms may be missing. In this early stage where knowledge is increasing, any intervention that

delays the bulk of infections until later is likely to help increase both the quality of medical care

provided and the effectiveness of interventions that may prevent those infections altogether in

the future. This may be particularly important for interventions such as contact tracing which

take time to put in place and lose effectiveness when there are many infections.

2.1 Well-mixed population

To study an intervention in a well-mixed population, we use the standard SIR model [26].

_S ¼ � bIS;
_I ¼ bIS � gI;
_R ¼ gI;

ð1Þ

where S, I, and R denote the susceptible, infected and recovered fractions of the population

with S + I + R = 1, and the dot denotes differentiation with respect to time. There are a few

important quantities to consider.

• The basic reproduction number R0: The average number of infections an infected individual

causes early in the epidemic in the absence of intervention and the absence of any depletion

of susceptibles. This is R0 ¼ b=g.

• The effective reproduction number Re: As depletion of susceptibles occurs or interventions

are put into place, the number of infections an infected individual causes is reduced. When

Re < 1, the number of infections declines.

By measuring time in multiples of the typical infection duration, we impose that γ = 1, and

so b ¼ R0.

If R0 > 1 the typical behavior of an epidemic without an intervention is that at t = 0 we

have S� 1, I is very small and R = 0. As time increases, I and R grow and S decreases. The

reduction in S reduces the effective reproduction number: Re ¼ R0S. Once S < 1=R0, I
begins to fall because recoveries outweigh new infections: I! 0. Some fraction remains unin-

fected: S(1)> 0 and R(1) = 1 − S(1) [26–28]. See Fig 1 for typical profiles of S, I, and R in

time.

We assume that at some time t = t�, an intervention that reduces the transmission rate is

introduced for a duration D. The intervention reduces β by some factor c. So from time t = t�

to time t = t� + D the transmission rate b ¼ R0 is replaced by b ¼ ð1 � cÞR0. During the

intervention, the effective reproduction number is Re ¼ Sð1 � cÞR0. After time t = t� + D the

transmission rate returns to b ¼ R0 and Re ¼ SR0.

We will typically assume that t� is chosen based on the cumulative number of infections

I(t) + R(t) crossing some threshold. We choose a monotonically increasing measure I + R
because this lets us choose any t�, which would not be possible if we focused on prevalence (I)
or instantaneous rate of infection (� _S).

2.2 Weakly-coupled metapopulation model

We will also investigate the effectiveness of interventions in a metapopulation made up of dis-

tinct subcommunities that do not have synchronized epidemics. The most obvious reason for

this setup would be geographically separated populations. However there could be stratifica-

tion by age, religion, ethnicity or socio-economic status. We are particularly interested in
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whether it is better to time interventions to the dynamics within each subcommunity sepa-

rately or for the intervention to be synchronized even though the respective epidemics are not.

It is well-known that if the subcommunities have strong enough coupling, the epidemics in

all subcommunities are effectively synchronised [29, 30]. In this case there is little distinction

between asynchronous interventions for each subcommunity or interventions synchronized

across all subcommunities. Thus to compare the results from synchronized interventions with

asynchronous interventions targeted to each subcommunity, we need to explore a population

with weak coupling. We use a standard meta-population model [26], allowing most transmis-

sion to be within a subcommunity and some cross interactions between the subcommunities.

_Sj ¼ �
X

i

bijIiSj;

_I j ¼
X

i

bijIiSj

 !

� gIj;

_Rj ¼ gIj;

where 0� Si� 1, 0� Ii� 1 and 0� Ri� 1, with Si + Ii + Ri = 1 for all t, represent the fraction

of susceptible, infected and infectious and recovered individuals in subcommunity i, where

i = 1, 2, . . ., N.

To simplify the presentation, all subcommunities are of equal size. The recovery rate γ is

identical for all subcommunities. As before we measure time in multiples of the typical infec-

tious period, so we set γ to 1. The cross-infection between subcommunities is modelled by B =

(βij)i,j=1,2,. . .N, where βij represents the rate at which infectious contacts are made from subcom-

munity i towards susceptible individuals in subcommunity j.
We implement a weak coupling by joining the population in a linear fashion: population i

is only connected to population (i − 1) and (i + 1). The first and the last populations only

Fig 1. The time-evolution of S, I and R for epidemics with no control. A: R0 ¼ b ¼ 2 and B: R0 ¼ b ¼ 4 with γ = 1

in both. Horizontal and vertical dashed black lines indicate the peak prevalence Imax and average time of infection �t
respectively, while green dashed horizontal lines show the attack rate R(1) found by numerically solving

Rð1Þ ¼ 1 � Sð0Þe� R0Rð1Þ.

https://doi.org/10.1371/journal.pcbi.1008763.g001
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connect to the second and the pen-ultimate population, respectively. The entries for the cou-

pling/mixing matrix are generated as follows. On the main diagonal, the βii values are set to 2

+ (Unif(0, 1) − 0.5) where Unif(0, 1) produces a random number chosen uniformly between 0

and 1. Off-diagonal entries are set to Unif(0, 1)(β�/10) (β� = maxi=1,2,. . .,N βii) and represent a

scaled and randomised version of the largest entry on the main diagonal. This yields an R0

above 2, comparable to current estimates for COVID-19 [6, 31].

We will use this model to explore whether it is better to implement an intervention in a syn-

chronized fashion across all subcommunities or to implement it in each subcommunity. In

particular, we will consider the following scenarios:

• track Ii + Ri in each subcommunity and as soon as Ii + Ri> T for some threshold T, a one-

shot control is deployed in the corresponding subcommunity,

• track I þ R ¼ 1

N

PN
i¼1

Ii þ Rið Þ globally and as soon as I + R> T, a one-shot control across all

subcommunities, and

• track each subcommunity and deploy the one-shot control is deployed across all subcommu-

nities as soon as Ii + Ri> T for the first subcommunity.

One-shot control in a subcommunity is understood to mean reduction in the internal,

incoming, and outgoing rates of infection with a factor of (1 − c), where 0� c� 1 denotes the

intervention strength (we assume that the strength is the same in each subcommunity, and if

two communities are both acting, then the movement between them is scaled by (1 − c)2). This

reduction lasts for a duration D and, as soon as the control is over, the transmission rates for

that subcommunity are restored to the starting levels.

In our results, we will present the average outcome of simulations across 100 distinct popu-

lations whose mixing matrices are chosen stochastically based on the rules described above.

3 Results

We use our mathematical models to explore how the timing of a one-shot intervention can

impact

• total attack rate,

• peak prevalence, and

• average time of infection.

These are expected to be good proxies of the total impact on the population or the burden

on the health services.

We find that one-shot interventions that begin at the first sign of transmission have the

most impact on delaying the epidemic, but they have little impact on the attack rate or the

peak prevalence. This is because only a few individuals are infected when the intervention is

implemented so not many transmissions are blocked. When the restrictions are lifted, almost

as many transmissions end up happening: the disease spreads in an almost fully susceptible

population, and its trajectory is very nearly the same, just delayed. In contrast if the interven-

tion is delayed until a non-negligible fraction of the population has been infected it will have

more impact on the epidemic’s shape.

For the weakly-coupled metapopulation model, the subgroups are likely to have somewhat

asynchronous epidemics. In this case it is better to implement the one-shot interventions

based on a local threshold rather than a global threshold. If the coupling is stronger, the epi-

demics are closely synchronized and there is little difference between the strategies.
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3.1 Well-mixed population

We can think of a strong, but temporary, intervention as dividing the overall epidemic into

two phases. We allow an epidemic to spread until the intervention is started. The intervention

resets I to a small value (that is, the intervention shifts the epidemic to a new trajectory with a

similar S, but a smaller I). Depending on how long the epidemic was allowed to spread prior to

the intervention, we have some new value of S(t� + D). Then a new epidemic happens starting

from the new initial state, spreading as if a fraction 1 − S(t� + D) were vaccinated. The longer

we allow the first phase epidemic to spread, the smaller the value of S(t� + D), and so the

smaller the second phase will be. An early intervention truncates the first phase, but a later

intervention reduces the second phase.

For a well-mixed population we find that the timing of a one-shot intervention has an

important impact on the total epidemic. If the intervention is put in place very early, then the

impact is to simply delay the epidemic. Because S(t� + D)� S(0) the second phase is effectively

like the first phase without an intervention, but delayed. The delay is somewhat larger than D
because it takes some time for I to grow back to I(t�).

Fig 2 shows the impact of an intervention in a population with R0 ¼ 2:5 and an interven-

tion of strength c = 4/5 (it prevents 4 of every 5 transmissions), and duration 2 (time units

measured in multiples of the typical infection duration). The figure focuses on the impact of

varying the threshold value of I + R at which the intervention is introduced.

Fig 3 shows how the optimal threshold changes as the parameters of the disease or interven-

tion change.

Fig 2. Illustration of the impact of one-shot intervention in a population with R0 = 2.5. The intervention has c = 0.8

for a duration of D = 2 time units. This intervention is introduced at different times as determined by a range of

Threshold values. The impact of the threshold (I + R> Tr) for implementing the intervention is shown for A the attack

rate R(1); B S(t); C peak prevalence Imax; D I(t); E average time of infection �t ; and F plots of I(t) + R(t). In (B,D,F), the

no-control case is plotted as a dashed line. The vertical lines in (A,C,E) correspond to the threshold for cumulative

infections I + R which yields the intervention leading to the corresponding color in (B, D, F).

https://doi.org/10.1371/journal.pcbi.1008763.g002
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3.1.1 Impact on attack rate. The impact on the attack rate (the total number infected)

can be understood by a mental model of the intervention as a way to shift from the current epi-

demic trajectory to a new epidemic trajectory with a similar number of susceptibles, but fewer

infected (this is made more rigorous in Appendix A.1).

If the intervention is introduced early on, it will have an immediate impact. However, when

the intervention is lifted, the epidemic rebounds until the number of infections is the same as

the original value. The number susceptible is relatively unchanged, and so a similar epidemic

Fig 3. Contour plots for R(1) (top), Imax (middle) and the mean time of infection �t (bottom) as a function of parameters for

the well-mixed population. We explore different threshold values of I + R for the intervention to start, from a minimum of 0.05 to

a max of 0.9. In the first column duration varies from D = 0.1 to D = 6, holding β = 2.5 and c = 0.8. In the second column,

intervention duration is D = 4 and c ranges from 0.2 to 0.9. Finally, in the third column, c = 0.8 and D = 4, and the values of b ¼

R0 vary from 1 to 4. In all cases γ = 1. In the first row, the black curve denotes the threshold for which Re ¼ 1 when the

intervention completes. In the three regions defined by the two lines in the panels of the second row, the peak prevalence is

observed after the intervention has ended (from left to yellow curve), during intervention (area between the curves), or before

intervention (from red curve to the end of the figure). Where the two curves align, the prevalence decays as soon as the

intervention is implemented and then recovers to the pre-intervention peak.

https://doi.org/10.1371/journal.pcbi.1008763.g003
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happens with an almost identical epidemic curve once it rebounds, except with a shift to later

time. So an early intervention has little impact on the attack rate R(1).

In Fig 2A we see that if the intervention is introduced later, there is clear improvement in

R(1), up to a threshold of I + R of 0.6, which is close to where the peak prevalence occurs in

the epidemic without intervention. This is because when the epidemic peaks, Re ¼ 1, and so

if we immediately and dramatically reduce the number infected at this point the epidemic

quickly dies out.

As new infections do happen during the intervention, this mental model is only an approxi-

mation. It can be made more precise by recognizing that to reduce the attack rate R(1), the

intervention is most effective if it is timed to directly block as many transmissions as possible.

So we want to time the intervention to maximize the number of infected individuals present

while it is in place (mathematically we want to maximize b
R t�þD
t� IðtÞdt given D, c, and R0).

Thus the ideal timing to reduce the total number of infections is not at the first hint of

transmission (when there are not enough infected individuals to cause many transmissions),

but rather, a little before the peak, and if the intervention is perfect (c = 1), then at the peak.

This suggests that the more effective an intervention is, the closer we should be to the peak

before implementing it. It also suggests that for an intervention of a longer duration, we can

implement it somewhat sooner, but not significantly sooner. For a more infectious disease, the

need to begin the intervention near the peak implies that the threshold value of I + R will need

to be larger (though the time t� at which it is implemented is smaller).

These predictions are borne out by observations of the first column of Fig 3 which shows

how the optimal threshold value of I + R for implementing the intervention changes as the

strength c, the duration D, or the reproductive number R0 change. The earliest interventions

have the most impact on the average time of infection, while somewhat delayed interventions

affect the peak prevalence the most, and later interventions (near the epidemic peak) affect the

final attack rate.

3.1.2 Impact on peak prevalence. As in the attack rate case, an early intervention primar-

ily delays the epidemic curve. It does not significantly alter the shape. Thus the peak prevalence

remains effectively the same unless the intervention is delayed until S is noticeably depleted.

If the susceptible population has been sufficiently depleted prior to the elimination of the

intervention, then once the intervention is stopped, the epidemic rebound will be muted. Mov-

ing the intervention later makes the rebound smaller still. However, it means that the number

of infections prior to the intervention is larger. There comes a threshold at which the phase

before and the phase after the intervention have the same maximum. This is the time that min-

imizes the peak prevalence [25]. Delaying the intervention past this value results in a larger

pre-intervention peak, while doing it sooner results in a larger post-intervention peak.

Fig 2C shows the optimal threshold to reduce the peak prevalence occurs sooner than to

reduce the attack rate. We can understand this intuitively, because for optimizing peak preva-

lence a moderate rebound is less of a concern than for optimizing the attack rate. For the pur-

pose of reducing peak prevalence, Fig 2D shows that the optimal time to introduce the

intervention is when the current prevalence matches the peak prevalence that would occur

once the disease rebounds.

We can crudely estimate the threshold necessary for minimizing the peak prevalence. If we

know a population’s reproductive number R0 and its initially immune fraction R� and suscepti-

ble fraction S� = 1 − R�, we can determine the peak prevalence (There is an analytic formula for

peak prevalence 1 � 1

R0
� R� � lnðS�R0Þ

R0
but for our purposes we just need to recognize that R0,

R� and S� are sufficient to determine it). In the limit of a very long (D!1) and strong inter-

vention (c! 1), at the end of the intervention S(t� + D)� S(t�) and R(t� + D)� I(t�) + R(t�). If
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D is long, but c is small enough that we cannot ignore transmissions occurring during the inter-

vention, then we need to correct for the fact that S(t� + D) may be somewhat smaller than S(t�).
Accounting for these transmissions further reduces the size of the second peak.

We can use this to estimate when I(t�) will approximate the rebound. So long as duration is

not too long, and c is not too much smaller than 1, this is not strongly dependent on duration

or c. This explains why the optimal threshold for peak prevalence does not vary much in Fig

3B and 3E.

It is worth highlighting that in related recent work [25] showed that the penalty for making a

small error in the timing of the intervention is larger if it is too late compared to too early. As

we see in our figure, the error as a function of the threshold I + R appears roughly symmetric,

but because the optimal intervention time often occurs while the epidemic growth is increasing,

this means that being a little too late means a larger error in I + R than being a little too early.

3.1.3 Impact on timing of infections. The impact on the timing of an emerging epidemic

is an additional factor that plays an important role. If we anticipate rapid development of new

treatments or interventions, then this may be more important than reducing the anticipated

peak prevalence or total fraction infected.

As we noted for the attack rate and the peak prevalence discussions, for very early interven-

tions (for which I + R is very small), the entire epidemic curve shifts in time. Of course if the

disease is eliminated locally, which is more likely with a small threshold, then the next peak

depends on frequency of reintroduction which we do not consider. However, as the threshold

increases and we start to see an impact on the final attack rate R(1) and peak prevalence Imax,

we also see an additional impact on the average time of infection. Unlike the other targets, a

later intervention tends to have an decreased impact because more of the infections have

occurred earlier.

In a real-world context, we anticipate that the model may overstate the delay from a very

early intervention if there is significant introduction outside the population of interest. In a

setting where the disease is spreading outside the population, the reduction of infections

within the population during the intervention may be immediately negated by new introduc-

tions from outside, which are likely to be increasing. So the effect to delay the epidemic is larg-

est if accompanied by reduction in introductions from outside. However, in a setting where

the disease is not well-established outside the population (as occurred in China early in the

COVID-19 pandemic), or travel from outside can be restricted, a major effort at early time

may significantly delay the eventual epidemic.

3.2 Weakly-coupled metapopulation model

We now consider a more realistic population which consists of coupled subcommunities,

effectively a metapopulation model. We consider one-shot interventions that either target the

entire population at once (synchronous interventions) or that target individual subcommuni-

ties at different times (asynchronous interventions). If they were strongly coupled, the epidem-

ics would be synchronous [29, 30]. So the single well-mixed population results would carry

over. Our focus is on weakly-coupled subcommunities.

A typical plot of the prevalence level in each subcommunity is shown in Fig 4 in the absence

of intervention. The epidemic starts in subcommunity two but it then spreads to the others.

The entries of the cross-infection/mixing matrix are generated following the description in

Section 2.2, and the specific mixing parameters are given in the Appendix.

As before we consider the impact of intervention on attack rate, peak prevalence, and peak

timing. The overall effect of interventions is qualitatively similar to that of the single-popula-

tion model. However, we find that asynchronous interventions that separately target each
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subcommunity significantly outperform synchronized interventions that begin when either

the first subcommunity reaches a threshold or the global infection crosses a threshold.

For synchronized interventions, the overall impact is smaller, and the best outcomes are

not driven by the actual threshold value. Rather they result from the intervention being timed

to have significant impact on multiple communities, or optimally delaying the spread between

communities. Consequently, the ideal times for this will depend on the parameters for

between-community transmission, and are likely to be population-dependent.

Because the epidemics may not be synchronized across subcommunities, when a synchro-

nous intervention is applied some may have already completed their epidemic, while others

have not yet begun. Interventions that are based on the first population to reach a threshold

may not be valuable if the particular intervention is most effective if it disrupts patterns that do

not appear until the first subcommunity has effectively completed its epidemic.

In our results, we consider 100 simulated populations consisting of 9 subcommunities,

whose contact structure is generated from the random process described in Section 2.2. For

most results we present only the average behavior. We note that this aggregation may hide

Fig 4. Example of an epidemic spreading across 9 subcommunities with different contact rates (see the Appendix

A.2 for the precise mixing matrix B). The epidemic starts from subcommunity 2 and it is run for T = 35 units of time.

γ = 1 for all subcommunities. With no control the attack rate or final epidemic size is 0.744.

https://doi.org/10.1371/journal.pcbi.1008763.g004
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important behavior from individual simulations [32]. However, except where noted, our aver-

aged results are qualitatively similar to what is happening in the subcommunities. Where we

look at an individual simulation, we use the specific population of Fig 4.

3.2.1 Impact on attack rate. Our primary observation about the attack rate is that inter-

ventions acting at different times for each subcommunity are substantially more effective than

synchronized interventions.

The smallest values of the attack rates are achieved when control acts independently in each

subcommunity meaning that as soon as Ii + Ri crosses a threshold, the one-shot control is

switched on in subcommunity i. This is done independently of whether the efficacy or dura-

tion of control is kept fixed, while the other is varied, see Fig 5A and 5D. Typically, as in the

case of a single population, there seems to be a clear optimal threshold value which leads to the

smallest attack rate. Applying the control too early or too late leads to higher attack rates. Fix-

ing the threshold value and increasing the duration of control, see Fig 5A, or the strength of

control, Fig 5D, leads to smaller attack rates. Both strength and duration of control have no

significant impact on the attack rate if the intervention is too early or too late.

Fig 6 shows how the best one-shot control works when the optimal threshold for fixed con-

trol efficacy and duration is implemented. As expected, this plot confirms the optimal

Fig 5. Contour plots showing the average attack rate (final epidemic size) over 100 simulated populations for each

set of parameter values. In the first row c is fixed and the duration of control varies on the vertical axis, while in the

second row duration is fixed and c varies. Each column corresponds to one of the three strategies: A,D intervention in

each subcommunity based on that subcommunity reaching a threshold, B,E global intervention when the first

subcommunity breaches the threshold, and C,F global intervention at global threshold for a population consisting of 9

subcommunities. In each plot, the x-axis shows the values that the threshold for intervention can take (from a

minimum of 0.05 to a maximum of 0.8). In the first row c = 0.8 is constant, while the duration of control varies from a

minimum of T = 1 to a maximum of T = 10. On the second row instead, the duration of control is kept fixed at T = 2,

and the values of c varies from c = 0.1 to c = 0.9. The recovery rate is γ = 1 for all subcommunities. In all cases, if the

threshold is set too large the intervention is never implemented. The two synchronized interventions can be

approximately mapped to one another by noting the largest Ii + Ri at the time the global I + R reaches a given

threshold. The subcommunity threshold gives more resolution at small values while the global threshold gives more

resolution at large values.

https://doi.org/10.1371/journal.pcbi.1008763.g005
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intervention happens close to the peak of the epidemic in each subcommunity so secondary

waves of infection are heavily suppressed.

The impact of the synchronized intervention based on the global level of I + R, see Fig 5C

and 5F, or on the first subcommunity to reach a threshold, see Fig 5B and 5E, is much smaller

than asynchronous interventions. This is because when it is implemented in the synchronous

case, some communities have already completed their epidemic while others have not yet

begun. So there is less overall impact (see the asynchrony in Fig 4).

When the intervention is based on the first time a subcommunity crosses a threshold, we

find that the optimal thresholds are at relatively large values. This suggests that the value of the

synchronized intervention comes from disrupting transmission when the disease is spreading

in multiple subcommunities.

Fig 6. Illustration of best control strategy (i.e. smallest attack rate) (controlling subcommunities individually but

using the same threshold for each) when efficacy and duration of control are fixed at c = 0.8 and D = 2,

respectively. It turns out that the optimal threshold is close to (0.4). This combination represents the point (0.4, 2) in

Fig 5A, or equivalently the point (0.4, 0.8) in D. With this strategy, we find that R(1) goes from R(1) = 0.75 to R(1) =

0.63. If we increase control duration from 2 to 10 we would achieve a further reduction to R(1) = 0.44. The vertical

black lines show the onset of control.

https://doi.org/10.1371/journal.pcbi.1008763.g006
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Under the synchronous intervention scenario, we also see some surprising behavior where

there are multiple local maxima for the specific metapopulation used in Fig 4 (not shown in

Fig 5). This effect is because the timing aligns with different outbreaks. If we intervene at one

time, we may have a big impact on one subcommunity, and if we miss that window, it is best

to wait until another subcommunity begins to have an outbreak. This effect disappears in the

aggregated data of Fig 5 because the specific ideal timing is a consequence of the randomly

chosen parameters of each population.

3.2.2 Impact on peak prevalence. Here we look at the effect of the intervention on the

peak prevalence, that is the maximum value of IðtÞ ¼ 1

N

P
iIiðtÞ during the time course of the

epidemics. As with the attack rate, our primary observation for the peak prevalence is that it is

significantly reduced by targeting based on the individual subcommunity.

Fig 7 shows the average of the peak prevalence across the same 100 populations as Fig 5.

Perhaps not surprisingly, Fig 7 is qualitatively similar to Fig 5. The most impact is through hav-

ing interventions occurring when the individual populations reach a threshold. The optimal

choices for intervention come earlier in the epidemic. We still observe that if the intervention

is too soon or too late then there is no significant reduction in peak prevalence.

In Fig 7A and 7D the optimal threshold for intervention is relatively early, this is in line

with the trend observed in Fig 2 for the single population case. We should wait until some

immunity builds up before intervening, so that the rebound in each population is muted.

For our two synchronized strategies, the effectiveness is much less, because the overall peak

prevalence is related to how the individual subcommunities’ peaks align, and different details

of intervention timing, combined with the random parameters of the simulation, can make the

individual peaks align or not.

Fig 7. Contour plots of the peak prevalence Ipeak =maxt 1
9

P
iIiðtÞ

� �
, averaged across 100 simulated populations

each with 9 subcommunities. Control strategies and setup are the same as in Fig 5.

https://doi.org/10.1371/journal.pcbi.1008763.g007
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Interestingly, if we look at an individual simulations, there are thresholds which yield signif-

icantly larger improvements in the peak prevalence than we see in the aggregated data. This is

because in each simulated population, the relative timing of the epidemics subpopulations

depends on the system parameters. In a weakly-coupled metapopulation model with relatively

few subcommunities, the global peak prevalence is likely to occur when multiple subcommu-

nities happen to be aligned. We observe this in Fig 8 which shows the equivalent of Fig 7C and

7F for the same population as in Fig 4 (described in the appendix). If we do the same calcula-

tion for other populations chosen from the same distribution, we find that the optimal time

can shift dramatically. This is because in a weakly-coupled metapopulation model with rela-

tively few subcommunities, the global peak prevalence is likely to occur when multiple sub-

communities happen to be aligned. This is highly sensitive to parameters, and so the optimal

intervention time will vary between different realizations of the population.

3.2.3 Impact on epidemic timing. When we investigate the average time of infection, we

see in Fig 9 that targeting the intervention at each subcommunity is again the most effective.

In general the interventions need to be implemented very early in the epidemic.

Most of the impact comes from slowing the epidemic in the initial subcommunity. A delay

in the initial place of introduction results in a delay in all subcommunities. Once the interven-

tion is no longer in place in the initial subcommunity it begins to grow and spill over into

other communities. If other subcommunities wait until then to begin their response, they gain

some benefit. However, once they stop, they face rapid reseeding from the initial subcommu-

nity. So the main benefit comes from the initial subcommunity’s actions. When we use a syn-

chronized intervention, the effect is somewhat smaller, but it is not significantly smaller.

In fact, most of the benefit comes from the initial subcommunity engaging in preventative

measures. There is relatively little impact on the average time of infection to be gained from

the other subcommunities acting early, unless they can maintain a very small spillover rate for

a long period through extensive travel restrictions or similar interventions. This suggests that

significant benefit may come from a hybrid strategy which focuses on delaying infections out

of the initial subcommunity while other locations focus their interventions on optimizing peak

prevalence or attack rate.

Fig 8. Contour plots of the peak prevalence, Ipeak, that is the maximum value achieved by IðtÞ = 1
9

P
iIiðtÞ during

the time-course of the epidemic for the population used in Fig 4, with the intervention occuring when the global

infection count reaches a threshold (as in C and F in earlier figures).

https://doi.org/10.1371/journal.pcbi.1008763.g008
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4 Discussion

We have considered the impact of a single one-shot limited duration intervention on the

spread of an infectious SIR disease, in both a single well-mixed community and in a weakly-

coupled metapopulation model.

We have found that in a single well-mixed population, an intervention at the first hint of

infection is best for delaying infections. An intervention that waits until the epidemic is well-

established but still well short of the peak is best to reduce the peak prevalence of the epidemic.

An intervention (whose duration would be D) that starts a little less than D units of time before

the peak would otherwise be reached is best to reduce the total number of infections.

In a weakly-coupled metapopulation model, we find qualitatively similar results. If the goal

is to reduce the total number of infections or to reduce the peak prevalence, the best strategy

times the interventions asynchronously. The intervention is applied when the subcommunity

reaches a threshold rather than being synchronized to when the average reaches a threshold or

the first subcommunity reaches a threshold. This is because once sufficient infection has

entered a community, the dynamics are driven by internal transmissions rather than external

introductions.

For delaying the average time of infection, the most important detail is that the subcommu-

nity with the first introduction responds as quickly as possible. Whether the other subcommu-

nities respond immediately or delay their response until more infections are present within the

subcommunities would have a smaller effect.

4.1 Limitations

Our results are somewhat limited by the assumptions we have made to produce a tractable

problem.

Fig 9. Contour plots of the global mean infection time, defined as T = � 1
Rð1Þ

R1
0 t
P

i
dSi
dt dt, averaged over 100

simulations. In terms of control strategies and parameter values have the same setup as in Figs 7 and 5 are used.

https://doi.org/10.1371/journal.pcbi.1008763.g009
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We assume that behavior responds immediately to changes in interventions. In reality,

behavior may change prior to an intervention being implemented. Additionally adherence

may drop as the intervention continues, and some adherence to the intervention may remain

even once the intervention is removed.

The assumption that the individuals are largely homogeneous may lead to pessimistic pre-

dictions of when the herd immunity threshold is reached. In the presence of significant popu-

lation heterogeneity, there is evidence suggesting that the herd immunity threshold would be

reached earlier, and the epidemic could proceed significantly faster [33, 34]. Our qualitative

predictions remain robust, but the timings would need to move sooner.

We must think critically about what constitutes a one-shot intervention. Whether an inter-

vention can be maintained may depend on context. Early estimates of case fatality rate (not to

be confused with infection fatality rate) of COVID-19 ranged from 0.7% in China outside of

Hubei province to around 2% in much of the world, to around 5.8% in Wuhan [35]. These

estimates were affected by the proportion of cases identified (leading to uncertainty in the

denominator), and whether the health system was over capacity (which would increase the

death rate leading to uncertainty in the numerator). True infection fatality rates appear to lie

between 0.5% and 1%, with many estimates closer to 1% than 0.5% [36–38]. With such high

fatality rates, our tolerance for drastic interventions should increase. Thus an intervention that

would be considered one-shot for the 2009 H1N1 pandemic which had a significantly lower

fatality rate [39] might be considered sustainable for the COVID-19 pandemic.

In deciding whether an intervention is sustainable, policy makers could formulate an answer

to this question: “Assume you impose the intervention now, and infection rates remain the

same or higher in the future, and would increase if they were dropped, would you be willing to

maintain the intervention in place?” If so, then the intervention is sustainable. If the answer is

“no”, and the intervention will be abandoned at some future time regardless of the new infec-

tion profile, then this is a one-shot intervention, and if the goal is to minimize the peak or total

number of infections, it should be held in reserve until it will have maximal impact.

We have ignored logistical challenges that might be associated with implementing the inter-

vention separately for each subcommunity. On a large scale (e.g., states within a country or cit-

ies within a state) we anticipate that this is logistically feasible, while on a small scale (e.g.,

suburbs in a city) it is more likely that the epidemics will be synchronized and this benefit is

small compared to the logistical challenges.

4.2 Policy implications

Our observations have a number of important policy implications for an epidemic which is

sufficiently established that elimination is not a goal. Primarily:

• To reduce the attack rate of an epidemic, a one-shot intervention should be introduced

shortly before the epidemic peak.

• To reduce the peak size of an epidemic, the intervention should be late enough to allow sig-

nificant immunity to develop, but early enough to allow a substantial rebound after the

intervention.

• To delay infections as much as possible, the intervention should be implemented early on.

• In a population made up of many weakly-coupled subcommunities, interventions should be

asynchronous.

Because they require different timings, the three goals we have considered are in conflict.

The benefits of reducing the total number of infections are clear, and if health care capacity is
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threatened, the benefits of minimizing the peak prevalence are also clear. It is less obvious that

delaying infections may help. However when there is an expectation that improved treatments

and improved inteventions may be developed, a delay is likely to be the best available option.

An additional benefit of delaying the epidemic is observed when we have an intervention,

such as testing & tracing, which does not scale well. As the number of infections grows beyond

the testing capacity, the effectiveness per infection goes down. At low infection levels these

interventions may be enough to suppress transmission. However, if levels get too high, then a

quick intervention that causes infections to drop may be more effective than an intervention

that waits until the optimal time to minimize the size.

Although we have focused on three distinct goals which lead to different optimal strategies,

the ideal goal is likely to be a combination of these effects. So the timing will need to respond

to different pressures. If, for example, the goal is to keep the peak prevalence below a certain

value while minimizing the maximum prevalence, then the ideal strategy would let as much

immunity develop in the population as possible before the prevalence limit is reached and

then intervene (this is of course only feasible if there is a time that can keep prevalence below

that level). Delaying the intervention until this point would mean that the second peak would

be lower. If the goal is instead to keep the peak prevalence below some level while maximizing

the delay of infections, then the intervention would be sooner and timed so that the second

peak would reach the target prevalence.

We finally note that in a population made up of weakly-coupled subcommunities whose

epidemics will not be synchronized, the ideal intervention might be to react strongly and

immediately in the first subcommunity where the infection begins to spread. This can provide

protection to the other communities and significantly delay the spread. Once it spreads beyond

that initial subcommunity then the focus may turn to minimizing the peak prevalence or the

attack rate.

A Mathematical analysis

In this section we provide mathematical analyses of the single population model to support

our results for reducing attack rate and peak prevalence.

A.1 A phase-plane based analysis

Because S + I + R = 1, we can fully specify the current state and the future dynamics by know-

ing S and R, in which case I = 1 − S − R. It will be useful to use this to explore the dynamics of

an epidemic and the impact of an intervention.

In Fig 10 we show how S(t) and R(t) evolve together in time for three values of R0 (0.5, 2,

and 4) and for several different initial conditions. For a given point (S(t0), R(t0)), the value of

I(t0) is given by the horizontal (or vertical) distance to the diagonal line S + R = 1.

In the figure, we can see that if S > 1=R0 (which is only possible if R0 > 1), then the hori-

zontal distance from the curve to the S + R = 1 line is increasing as the curve moves forward.

In other words, I is increasing. Once S < 1=R0, the distance decreases and eventually goes

to 0.

Using these curves, we can investigate the impact of an intervention, as shown in Fig 11.

We follow S and R along a curve. When we turn on the one-shot intervention at time t�, it no

longer follows the original curve. Instead the curve temporarily follows the paths we would

find for ð1 � cÞR0, starting from the point (R(t�), S(t�)). It follows this curve until reaching

(R(t� + D), S(t� + D)) when the intervention is halted. It then follows the curves for the original

R0, but starting from this new point. Note that there is a point ðR; SÞ ¼ ð1 � 1=R0; 1=R0Þ at
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which separates the points on the line R + S = 1 from which an epidemic could start from the

points at which epidemics finish. The closer a curve is to this point, the smaller the attack rate.

So for R0 ¼ 2, a temporary intervention gives us a way to move from one curve in the

R0 ¼ 2 plot to another. We see this in Fig 11. The timing of the intervention determines

which of the curves the system lands on.

In this context the goal of reducing the attack rate is equivalent to ensuring that the inter-

vention shifts the curve to a curve as close as possible to ðR; SÞ ¼ ð1 � 1=R0; 1=R0Þ. Reducing

the peak prevalence is equivalent to ensuring that the curve remains as close as possible to the

line S + R = 1.

A.1.1 Attack rate. If our goal is to minimize the number of infections, we accomplish this

by having the curve (R(t), S(t)) land on a curve that is as close to ðR; SÞ ¼ ð1 � 1=R0; 1=R0Þ as

possible given the constraints on the intervention.

Typically we have to wait until the curve has moved closer to the desirable curves before

implementing the intervention. Implementing the intervention early, see the dotted line in Fig

11 means that at the end of the intervention there is still a large pool of susceptibles which are

at risk of becoming infected. Crossing from A to A’ simply puts the epidemic on a slightly dif-

ferent trajectory but the attack rate is very close to the case with no control. An intervention at

a later stage, see dashed line, improves the final outcome resulting in an attack rate that is

smaller when compared to the case of no control. Finally, the continuous broken line shows an

almost optimal intervention with a further small reduction in the attack rate.

In general, the intervention that will get us closest to the optimal value occurs when the

original curve is close to, but has not yet reached, the largest value of I, which occurs when

S ¼ 1=R0. As the effectiveness of the intervention increases, the curves it follows during the

intervention become more horizontal. For very effective interventions, this suggests we should

wait until very close to the epidemic peak, while for less effective interventions (which will

slope downwards more), we will want to implement them somewhat sooner.

A.1.2 Peak prevalence. For peak prevalence, the goal is to keep the curve as close as possi-

ble to S + R = 1. The longer we wait to implement the intervention, the closer the final curve is

to S + R = 1, but the farther the original curve moves from the line. With this in mind it

becomes clear that the optimal t� to reduce peak prevalence is smaller than the optimal value

to reduce attack rate.

Fig 10. We plot S(t) versus R(t) for R0 = 0.5 A, 2 B, and 4 C. For given S(t) and R(t), the proportion infected is I(t) = 1 − S(t) − R(t),
which equals the vertical or horizontal distance from the point (R(t), S(t)) to the line S + R = 1. The curves and arrows show how a

solution to System (1) evolves in time. At points S > 1=R0 (which occurs only for R0 > 1) curves move farther from the diagonal,

representing an increase in I. Note that the velocity a curve is traversed varies depending on location, and goes to zero close to

S + R = 1. Red dots in B–C indicate the point (S ¼ 1

R0
, I = 0, R = 1 − S).

https://doi.org/10.1371/journal.pcbi.1008763.g010
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A.2 The mixing matrix

The cross-infection between subcommunities is modelled by B = (βij)i,j=1,2,. . .N, where βij repre-

sents the rate at which infectious contacts are made from subcommunity i towards susceptible

individuals in subcommunity j.
We implement a weak coupling by joining the population in a linear fashion: population i

is only connected to population (i − 1) and (i + 1). The first and the last populations only con-

nect to the second and the penultimate population, respectively. The entries for the coupling/

mixing matrix are generated as follows. On the main diagonal, the βii values are set to 2 +

(Unif(0, 1) − 0.5). Off-diagonal entries are set to Unif ð0; 1Þðb�ii=10Þ (β� = maxi=1,2,. . .,N βii) and

represent a scaled and randomised version of the largest entry on the main diagonal. This

yields an R0 above 2, comparable to current estimates for COVID-19.

Fig 11. (S,R) phase portrait (arrows indicate growing time) based on an SIR model in a single population with β = 2, γ = 1 (giving R0 = 2) and

initial condition I(0) = 0.01. The plot shows a trajectory with no control (continuous red line) as well as three other trajectories where β = 0.5 for a

time period of length D = 2 but with the intervention setting in only once I + R goes past 0.1 (partially dotted line), 0.3 (partially dashed line) and 0.5

(continuous broken line), respectively. Control for the three different scenarios sets in at the points denoted by A, B and C and control ends at A’, B’

and C’, respectively.

https://doi.org/10.1371/journal.pcbi.1008763.g011
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We choose random values because the coupling parameters determine the timing of epi-

demics in the subcommunities. The optimal timing of interventions for a given realization

may depend on how well-synchronized the epidemics are.

To avoid having our results heavily influenced by the particulars of a single realization of

the population, we use randomly assigned mixing parameters in multiple simulations. For

most of our results we aggregate over 100 distinct simulated populations. However, in Figs 4, 6

and 8 we use a single realization of the metapopulation model. For this we take the mixing

matrix

B ¼

1:917 0:059817 0 0 0 0 0 0 0

0:062024 2:2203 0:03117 0 0 0 0 0 0

0 0:0094413 1:5001 0:0043357 0 0 0 0 0

0 0 0:070055 1:8023 0:076213 0 0 0 0

0 0 0 0:01146 1:6468 0:049723 0 0 0

0 0 0 0 0:02948 1:5923 0:054573 0 0

0 0 0 0 0 0:07709 1:6863 0:045981 0

0 0 0 0 0 0 0:015262 1:8456 0:015462

0 0 0 0 0 0 0 0:098061 1:8968

0

B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@

1
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: ð2Þ

Fig 12. Contourplots of R1 for a particular realization of the mixing matrix. In C we see that there can be multiple

peaks in the optimal time [this is also present in B but it is too small to see]. This is because the effectiveness of the

interventions depend on the timing of epidemics in the different subpopulations and these are asynchronous.

https://doi.org/10.1371/journal.pcbi.1008763.g012
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A.3 The impact of aggregation

In our figures showing the impact of interventions in the weakly-coupled metapopulation

model, we showed the average across many realizations. However, the synchronization of epi-

demics in the individual subpopulations would vary depending on the mixing parameters.

Most notably, in the global interventions, the overall effectiveness will depend on the relative

timing of the epidemics in the subpopulations. This is seen in Fig 12. As a result of this, we

must have caution in interpreting the optimal thresholds for global interventions from the

averaged figures. See also [32].
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